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An Efficient Algorithm for Computing the HHSVM and Its Generalizations

Yi YANG and Hui ZOU

The hybrid Huberized support vector machine (HHSVM) has proved its advantages over the $\ell_1$ support vector machine (SVM) in terms of classification and variable selection. Similar to the $\ell_1$ SVM, the HHSVM enjoys a piecewise linear path property and can be computed by a least-angle regression (LARS)-type piecewise linear solution path algorithm. In this article, we propose a generalized coordinate descent (GCD) algorithm for computing the solution path of the HHSVM. The GCD algorithm takes advantage of a majorization–minimization trick to make each coordinatewise update simple and efficient. Extensive numerical experiments show that the GCD algorithm is much faster than the LARS-type path algorithm. We further extend the GCD algorithm to solve a class of elastic net penalized large margin classifiers, demonstrating the generality of the GCD algorithm. We have implemented the GCD algorithm in a publicly available R package gcdnet.
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1. INTRODUCTION

The support vector machine (SVM; Vapnik 1995) is a very popular large margin classifier. Despite its competitive performance in terms of classification accuracy, a major limitation of the SVM is that it cannot automatically select relevant variables for classification, which is very important in high-dimensional classification problems such as tumor classification with microarrays. The SVM has an equivalent formulation as the $\ell_2$ penalized hinge loss (Hastie, Tibshirani, and Friedman 2001). Bradley and Mangasarian (1998) proposed the $\ell_1$ SVM by replacing the $\ell_2$ penalty in the SVM with the $\ell_1$ penalty. The $\ell_1$ penalization (aka lasso) (Tibshirani 1996) is a very popular technique for achieving sparsity with high-dimensional data. There has been a large body of theoretical work to support the $\ell_1$ regularization. A comprehensive reference is Bühlmann and van de Geer (2011). Wang, Zhu, and Zou (2008) later proposed a hybrid Huberized support vector machine (HHSVM) that uses the elastic
net penalty (Zou and Hastie 2005) for regularization and variable selection and uses the
Huberized squared hinge loss for efficient computation. Wang, Zhu, and Zou (2008) showed
that the HHSVM outperforms the standard SVM and the \( \ell_1 \) SVM for high-dimensional
classification. Wang, Zhu, and Zou (2008) extended the least-angle regression (LARS)
algorithm for the lasso regression model (Osborne, Presnell, and Turlach 2000; Efron et al.
2004, Rosset and Zhu 2007) to compute the solution paths of the HHSVM.

The main purpose of this article is to introduce a new efficient algorithm for computing
the HHSVM. Our study was motivated by the recent success of using coordinate descent
algorithms for computing the elastic net penalized regression and logistic regression (Fried-
man, Hastie, and Tibshirani 2010; see also Van der Kooij 2007). For the lasso regression,
the coordinate descent algorithm amounts to an iterative cyclic soft-thresholding operation.
Despite its simplicity, the coordinate descent algorithm can even outperform the LARS
algorithm, especially when the dimension is much larger than the sample size (see table
1 of Friedman, Hastie, and Tibshirani 2010). Other articles on coordinate descent algo-
rithms for the lasso include Fu (1998), Daubechies, Defrise, and De Mol (2004), Friedman
et al. (2007), Genkin, Lewis, and Madigan (2007), Wu and Lange (2008), and among
others. The HHSVM poses a major challenge for applying the coordinate descent algo-
rithm, because the Huberized hinge loss function does not have a smooth first derivative
everywhere. As a result, the coordinate descent algorithm for the elastic net penalized
logistic regression (Friedman, Hastie, and Tibshirani 2010) cannot be used for solving the
HHSVM.

To overcome the computational difficulty, we propose a new generalized coordinate
descent (GCD) algorithm for solving the solution paths of the HHSVM. We also give a
further extension of the GCD algorithm to general problems. Our algorithm adopts the
majorization–minimization (MM) principle into the coordinate descent loop. We use an
MM trick to make each coordinatewise update simple and efficient. In addition, the MM
principle ensures the descent property of the GCD algorithm which is crucial for all co-
ordinate descent algorithms. Extensive numerical examples show that the GCD can be
much faster than the LARS-type path algorithm in Wang, Zhu, and Zou (2008). Here we
use the prostate cancer data (Singh et al. 2002) to briefly illustrate the speed advantage
of our algorithm (see Figure 1). The prostate data have 102 observations and each has
6033 gene expression values. It took the LARS-type path algorithm about 5 min to com-
pute the HHSVM paths, while the GCD used only 3.5 sec to get the identical solution
paths.

A closer examination of the GCD algorithm reveals that it can be used for solving other
large margin classifiers. We have derived a generic GCD algorithm for solving a class of
elastic net penalized large margin classifiers. We further demonstrate the generic GCD
algorithm by considering the squared SVM loss and the logistic regression loss. We study
through numeric examples how the shape and smoothness of the loss function affect the
computational speed of the generic GCD algorithm.

In Section 2, we review the HHSVM and then introduce the GCD algorithm for comput-
ing the HHSVM. Section 3 studies the descent property of the GCD algorithm by making
an intimate connection to the MM principle. The analysis motivates us to further consider a
generic GCD algorithm for handling a class of elastic net penalized large margin classifiers.
Numerical experiments are presented in Section 5.
Figure 1. Solution paths and timings of the HHSVM on the prostate cancer data with 102 observations and 6033 predictors. The top panel shows the solution paths computed by the LARS-type algorithm in Wang, Zhu, and Zou (2008); the bottom panel shows the solution paths computed by GCD. GCD is 87 times faster.
2. THE HHSVM AND GCD ALGORITHM

2.1 THE HHSVM

In a standard binary classification problem, we are given \( n \) pairs of training data \( \{ (x_i, y_i) \} \) for \( i = 1, \ldots, n \) where \( x_i \in \mathbb{R}^p \) are predictors and \( y_i \in \{-1, 1\} \) denotes class labels. The linear SVM (Vapnik 1995; Burges 1998; Evgeniou, Pontil, and Poggio 2000) looks for the hyperplane with the largest margin that separates the input data for class 1 and class \(-1\)

\[
\min_{(\beta_0, \beta)} \frac{1}{2} ||\beta||^2 + \gamma \sum_{i=1}^{n} \xi_i
\]

subject to \( \xi_i \geq 0, \quad y_i (\beta_0 + x_i^T \beta) \geq 1 - \xi_i \quad \forall i, \tag{2.1} \)

where \( \xi = (\xi_1, \xi_2, \ldots, \xi_n) \) are the slack variables and \( \gamma > 0 \) is a constant. Let \( \lambda = 1/(n\gamma) \). Then (2.1) has an equivalent \( \ell_2 \) penalized hinge loss formulation (Hastie, Tibshirani, and Friedman 2001)

\[
\min_{(\beta_0, \beta)} \frac{1}{n} \sum_{i=1}^{n} [1 - y_i (\beta_0 + x_i^T \beta)]_+ + \frac{\lambda}{2} ||\beta||_2^2. \tag{2.2} \]

The loss function \( L(t) = [1 - t]_+ \) has the expression

\[
[1 - t]_+ = \begin{cases} 0, & t > 1 \\ 1 - t, & t \leq 1, \end{cases}
\]

which is called the hinge loss in the literature. The SVM has very competitive performance in terms of classification. However, because of the \( \ell_2 \) penalty the SVM uses all variables in classification, which could be a great disadvantage in high-dimensional classification (Zhu et al. 2004). The \( \ell_1 \) SVM proposed by Bradley and Mangasarian (1998) is defined by

\[
\min_{(\beta_0, \beta)} \frac{1}{n} \sum_{i=1}^{n} [1 - y_i (\beta_0 + x_i^T \beta)]_+ + \frac{\lambda}{2} ||\beta||_1. \tag{2.3} \]

Just like in the lasso regression model, the \( \ell_1 \) penalty produces a sparse \( \beta \) in (2.3). Thus the \( \ell_1 \) SVM is able to automatically discard irrelevant features. In the presence of many noise variables, the \( \ell_1 \) SVM has significant advantages over the standard SVM (Zhu et al. 2004).

The elastic net penalty (Zou and Hastie 2005) is an important generalization of the lasso penalty. The elastic net penalty is defined as

\[
P_{\lambda_1, \lambda_2}(\beta) = \sum_{j=1}^{p} p_{\lambda_1, \lambda_2}(\beta_j) = \sum_{j=1}^{p} \left( \lambda_1 |\beta_j| + \frac{\lambda_2}{2} \beta_j^2 \right), \tag{2.4} \]

where \( \lambda_1, \lambda_2 \geq 0 \) are regularization parameters. The \( \ell_1 \) part of the elastic net is responsible for variable selection. The \( \ell_2 \) part of the elastic net helps handle strong correlated variables, which is common in high-dimensional data, and improves prediction.

Wang, Zhu, and Zou (2008) used the elastic net in the SVM classification:

\[
\min_{(\beta_0, \beta)} \frac{1}{n} \sum_{i=1}^{n} \phi_c \left( y_i (\beta_0 + x_i^T \beta) \right) + P_{\lambda_1, \lambda_2}(\beta). \tag{2.5} \]
Figure 2. (a) The Huberized hinge loss function (with $\delta = 2$); (b) the Huberized hinge loss function (with $\delta = 0.01$); (c) the squared hinge loss function; (d) the logistic loss function.

Note that $\phi_c(\cdot)$ in (2.5) is the Huberized hinge loss

$$
\phi_c(t) = \begin{cases} 
0, & t > 1 \\
(1 - t)^2 / 2\delta, & 1 - \delta < t \leq 1 \\
1 - t - \delta / 2, & t \leq 1 - \delta,
\end{cases}
$$

where $\delta > 0$ is a pre-specified constant. The default choice for $\delta$ is 2 unless specified otherwise. Displayed in Figure 2 panel (a) is the Huberized hinge loss with $\delta = 2$. The Huberized hinge loss is very similar to the hinge loss in shape. In fact, when $\delta$ is small, the two loss functions are almost identical. See Figure 2 panel (b) for a graphical illustration. Unlike the hinge loss, the Huberized hinge loss function is differentiable everywhere and has continuous first derivative. Wang, Zhu, and Zou (2008) derived a LARS-type path algorithm for computing the solution paths of the HHSVM. Compared with the LARS-type algorithm for the $\ell_1$ SVM (Zhu et al. 2004), the LARS-type algorithm for the HHSVM has significantly lower computational cost, thanks to the differentiability property of the Huberized hinge loss.
2.2 A Generalized Coordinate Descent Algorithm

Besides the LARS-type algorithm, coordinate descent algorithms have been successfully used to compute the elastic net penalized linear model and generalized linear models. See the R package glmnet by Friedman, Hastie, and Tibshirani (2010). Despite its simplicity, the coordinate descent can even outperform the more sophisticated LARS algorithm (Friedman, Hastie, and Tibshirani 2010). Motivated by the great success of glmnet, we consider developing a fast coordinate descent algorithm for computing the HHSVM, with the goal to outperform the LARS-type algorithm derived in Wang, Zhu, and Zou (2008).

Without loss of generality assume that the input data are standardized: $\frac{1}{n} \sum_{i=1}^{n} x_{ij} = 0$, $\frac{1}{n} \sum_{i=1}^{n} x_{ij}^2 = 1$, for $j = 1, \ldots, p$. For the HHSVM, we can write down the standard coordinate descent algorithm as follows. Define the current margin $r_i = y_i (\tilde{\beta}_0 + x_i ^T \tilde{\beta})$ and

$$ F(\beta_j | \tilde{\beta}_0, \tilde{\beta}) = \frac{1}{n} \sum_{i=1}^{n} \phi_c(r_i + y_i x_{ij} (\beta_j - \tilde{\beta}_j)) + p_{\lambda_1, \lambda_2}(\beta_j). $$

(2.6)

For fixed $\lambda_1$ and $\lambda_2$, the standard coordinate descent algorithm (Tseng 2001) proceeds as follows:

1. Initialization: $(\tilde{\beta}_0, \tilde{\beta})$
2. Cyclic coordinate descent: for $j = 0, 1, 2, \ldots, p$: update $\tilde{\beta}_j$ by minimizing the objective function

$$ \tilde{\beta}_j = \arg \min_{\beta_j} F(\beta_j | \tilde{\beta}_0, \tilde{\beta}). $$

(2.7)

3. Repeat Step 2 till convergence.

The major difficulty in using the above coordinate descent procedure is that the univariate minimization problem in (2.7) does not have a closed form solution, unlike the penalized least squares. The univariate $\ell_1$ penalized least squares has a neat solution by soft-thresholding. However, solving (2.7) requires an iterative algorithm. The same problem occurs when computing the elastic net penalized logistic regression. In glmnet, Friedman, Hastie, and Tibshirani (2010) handled this difficulty by using the Newton–Raphson idea on the top of the coordinate descent. After computing the partial derivatives and the Hessian matrix of the logistic regression loss, we face an elastic net penalized weighted least squares that can be easily solved by invoking an iterative coordinatewise soft-thresholding procedure (Friedman, Hastie, and Tibshirani 2010). However, the Huberized hinge loss does not even have the second derivative, so the idea in glmnet is not directly applicable in the HHSVM.

We show that the computational obstacle can be resolved by a neat trick. We approximate the $F$ function in (2.6) by a penalized quadratic function defined as

$$ Q(\beta_j | \tilde{\beta}_0, \tilde{\beta}) = \frac{1}{n} \sum_{i=1}^{n} \phi_c(r_i) + \frac{1}{n} \sum_{i=1}^{n} \phi'_c(r_i) y_i x_{ij} (\beta_j - \tilde{\beta}_j)$$

$$ + \frac{1}{\delta}(\beta_j - \tilde{\beta}_j)^2 + p_{\lambda_1, \lambda_2}(\beta_j). $$

(2.8)
where \( \phi' \) is the first derivative of \( \phi \). We can easily solve the minimizer of (2.8) by a simple soft-thresholding rule (Zou and Hastie 2005):

\[
\hat{\beta}^C_j = \arg \min_{\beta_j} Q(\beta_j | \tilde{\beta}_0, \hat{\beta})
\]

\[
= S\left( \frac{2}{\delta} \tilde{\beta}_j - \frac{\sum_{i=1}^n \phi'_c(r_{i})y_ix_{ij}}{n}, \lambda_1 \right),
\]

(2.9)

where \( S(z, t) = (|z| - t)_+ \) \( \text{sgn}(z) \). We then set \( \tilde{\beta}_j = \hat{\beta}^C_j \) as the new estimate.

We use the same trick to update intercept \( \beta_0 \). Similarly to (2.8), we consider minimizing a quadratic approximation

\[
Q(\beta_0 | \tilde{\beta}_0, \hat{\beta}) = \frac{\sum_{i=1}^n \phi_c(r_{i})}{n} + \frac{\sum_{i=1}^n \phi'_c(r_{i})y_i}{n} (\beta_0 - \tilde{\beta}_0) + \frac{1}{\delta} (\beta_0 - \tilde{\beta}_0)^2,
\]

(2.10)

which has a minimizer

\[
\hat{\beta}^C_0 = \tilde{\beta}_0 - \frac{\delta}{2} \sum_{i=1}^n \phi'_c(r_{i})y_i.
\]

(2.11)

We set \( \tilde{\beta}_0 = \hat{\beta}^C_0 \) as the new estimate.

To sum up, we have a GCD algorithm for solving the HHSVM, see Algorithm 1. The beauty of Algorithm 1 is that it is remarkably simple and almost identical to the coordinate descent algorithm for computing the elastic net penalized regression. In Section 3, we provide a rigorous justification of the use of these \( Q \) functions and prove that each univariate update decreases the objective function of the HHSVM.

**Algorithm 1.** The generalized coordinate descent algorithm for the HHSVM.

- **Initialize** \((\tilde{\beta}_0, \hat{\beta})\).

- **Iterate** 2(a)–2(b) until convergence:

  - 2(a). Cyclic coordinate descent: for \( j = 1, 2, \ldots, p \),
    * (2.a.1) Compute \( r_i = y_i(\tilde{\beta}_0 + x_i^T \hat{\beta}) \).
    * (2.a.2) Compute
      \[
      \hat{\beta}^C_j = \frac{\frac{2}{\delta} \tilde{\beta}_j - \frac{\sum_{i=1}^n \phi'_c(r_{i})y_ix_{ij}}{n}}{\frac{2}{\delta} + \lambda_2},
      \]
    * (2.a.3) Set \( \tilde{\beta}_j = \hat{\beta}^C_j \).

  - 2(b). Update the intercept term
    * (2.b.1) Recompute \( r_i = y_i(\tilde{\beta}_0 + x_i^T \hat{\beta}) \).
    * (2.b.2) Compute
      \[
      \hat{\beta}^C_0 = \tilde{\beta}_0 - \frac{\delta}{2} \sum_{i=1}^n \phi'_c(r_{i})y_i.
      \]
    * (2.b.3) Set \( \tilde{\beta}_0 = \hat{\beta}^C_0 \).
2.3 Implementation

We have implemented Algorithm 1 in a publicly available R package gcdnet. As demonstrated in glmnet, some implementation tricks can boost the speed of a coordinate descent algorithm. We use these tricks in our implementation of Algorithm 1.

For each fixed $\lambda_2$, we compute the solutions for a fine grid of $\lambda_1$'s. We start with $\lambda_{\text{max}}$, which is the smallest $\lambda_1$ to set all $\beta_j$, $1 \leq j \leq p$, to be zero. To compute $\lambda_{\text{max}}$, we first obtain estimates $\hat{y}$ for the null model without any predictor:

$$\hat{y} = \text{arg min}_y \frac{1}{n} \sum_{i=1}^{n} \phi_c(y_i y) = \text{arg min}_y \left[ \frac{n^+}{n} \phi_c(y) + \frac{n^-}{n} \phi_c(-y) \right].$$

Then by the Karush–Kuhn–Tucker (KKT) conditions $\frac{1}{n} | \sum_{i=1}^{n} \phi'_c(\hat{y}) y_i x_{ij} | \leq \lambda_1$ for all $j = 1, \ldots, p$, we have

$$\lambda_{\text{max}} = \frac{1}{n} \max_j | \sum_{i=1}^{n} \phi'_c(\hat{y}) y_i x_{ij} |. $$

We set $\lambda_{\text{min}} = \tau \lambda_{\text{max}}$ and the default value of $\tau$ is $\tau = 10^{-2}$ for $n < p$ data and $\tau = 10^{-4}$ for $n \geq p$ data. Between $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$, we place $K$ points uniformly in the log-scale. The default value for $K$ is 98 such that there are 100 $\lambda_1$ values.

We use the warm-start trick to implement the solution paths. Without loss of generality let $\lambda_1[1] = \lambda_{\text{max}}$ and $\lambda_1[100] = \lambda_{\text{min}}$. We already have $\hat{\beta} = 0$ for $\lambda_1[1]$. For $\lambda_1[k + 1]$, the solution at $\lambda_1[k]$ is used as the initial value in Algorithm 1.

For computing the solution at each $\lambda_1$, we also use the active-set cycling idea. The active set contains those variables whose current coefficients are nonzero. After a complete cycle through all the variables, we only apply coordinatewise operations on the active set till convergence. Then we run another complete cycle to see if the active set changes. If the active set is not changed, then the algorithm is stopped. Otherwise, the active-set cycling process is repeated.

We need to repeatedly compute $r_i$ in Steps 2(a) and 2(b) of Algorithm 1. For that we use an updating formula. For $j = 1, \ldots, p, 0$, suppose $\beta_j$ is updated, let $\delta_j = \hat{\beta}^c_j - \tilde{\beta}_j$. Then we update $r_i$ by $r_i = r_i + y_i x_{ij} \delta_j$.

We mention the convergence criterion used in Algorithm 1. After each cyclic update, we declare convergence if $\frac{2}{\delta} \max_j (\hat{\beta}^\text{current}_j - \hat{\beta}^\text{new}_j)^2 < \epsilon$, as done in glmnet (Friedman, Hastie, and Tibshirani 2010). In glmnet, the default value for $\epsilon$ is $10^{-6}$. In gcdnet, we use $10^{-8}$ as the default value of $\epsilon$.

2.4 Approximating the SVM

Although the default value of $\delta$ is 2 unless specified otherwise, Algorithm 1 works for any positive $\delta$. This flexibility allows us to explore the possibility of using Algorithm 1 to obtain an approximate solution path of the elastic net penalized SVM. The motivation for doing so comes from the fact that $\lim_{\delta \to 0} \phi_c(t) = [1 - t]_+$. In Figure 2 panel (b), we show the Huberized hinge functions with $\delta = 0.01$, which is nearly identical to the hinge loss.
Define
\[
R(\beta, \beta_0) = \frac{1}{n} \sum_{i=1}^{n} \left[ 1 - y_i (\beta_0 + x_i^T \beta) \right]_+ + P_{\lambda_1, \lambda_2}(\beta),
\]
and
\[
R(\beta, \beta_0|\delta) = \frac{1}{n} \sum_{i=1}^{n} \phi_c \left( y_i (\beta_0 + x_i^T \beta) \right) + P_{\lambda_1, \lambda_2}(\beta).
\]
Let \((\hat{\beta}_{\text{svm}}, \hat{\beta}_0)\) be the minimizer of \(R(\beta, \beta_0)\). Algorithm 1 gives the unique minimizer of \(R(\beta, \beta_0|\delta)\) for each given \(\delta\). Denote the solution as \((\hat{\beta}(\delta), \hat{\beta}_0(\delta))\).

Let \((\hat{\beta}_{\text{svm}}, \hat{\beta}_0)\) be the minimizer of \(R(\beta, \beta_0)\). Algorithm 1 gives the unique minimizer of \(R(\beta, \beta_0|\delta)\) for each given \(\delta\). Denote the solution as \((\hat{\beta}(\delta), \hat{\beta}_0(\delta))\). We notice that
\[
\phi_c(t) \leq (1 - t)_+ \leq \phi_c(t) + \delta/2 \quad \forall t,
\]
which yields the following inequalities
\[
R(\beta, \beta_0|\delta) \leq R(\beta, \beta_0) \leq R(\beta, \beta_0|\delta) + \delta/2. \tag{2.12}
\]
From (2.12), we conclude that
\[
\inf_{\beta, \beta_0} R(\beta, \beta_0) \leq R(\hat{\beta}(\delta), \hat{\beta}_0(\delta)) \leq R(\beta, \beta_0) + \delta/2. \tag{2.13}
\]
Here is a quick proof of (2.13):
\[
\inf_{\beta, \beta_0} R(\beta, \beta_0) \leq R(\hat{\beta}(\delta), \hat{\beta}_0(\delta))
\]
\[
\leq R(\hat{\beta}(\delta), \hat{\beta}_0(\delta)|\delta) + \delta/2
\]
\[
\leq R(\hat{\beta}_{\text{svm}}, \hat{\beta}_0|\delta) + \delta/2
\]
\[
\leq R(\hat{\beta}_{\text{svm}}, \hat{\beta}_0) + \delta/2
\]
\[
= \inf_{\beta, \beta_0} R(\beta, \beta_0) + \delta/2.
\]

The two inequalities in (2.13) are independent of \(\lambda_1, \lambda_2\). They suggest that we can use Algorithm 1 to compute the solution of a HHSVM with a tiny \(\delta\) (say, \(\delta = 0.01\)) and then treat the outcome of Algorithm 1 as a good approximation to the solution of the elastic net penalized SVM. We have observed that a smaller \(\delta\) results in a longer computing time. Our experience suggests that \(\delta = 0.01\) delivers a good trade-off between approximation accuracy and computing time.

### 3. GCD AND THE MM PRINCIPLE

In this section, we show that Algorithm 1 is a genuine coordinate descent algorithm. These \(Q\) functions used in each univariate update are closely related to the MM principle (De Leeuw and Heiser 1977; Lange, Hunter, and Yang 2000; Hunter and Lange 2004). The MM principle is a more liberal form of the famous expectation-maximization (EM) algorithm (Dempster, Laird, and Rubin 1977) in that the former often does not work with “missing data” (see Wu and Lange 2010) and references therein).
We show that the $Q$ function in (2.8) majorizes the $F$ function in (2.6):

\begin{align}
F(\beta_j | \tilde{\beta}_0, \tilde{\beta}) &\leq Q(\beta_j | \tilde{\beta}_0, \tilde{\beta}), \\
F(\beta_j | \tilde{\beta}_0, \tilde{\beta}) &= Q(\tilde{\beta}_j | \tilde{\beta}_0, \tilde{\beta}).
\end{align}

(3.1) (3.2)

With (3.1) and (3.2), we can easily verify the descent property of majorization update given in (2.9):

\begin{align*}
F(\tilde{\beta}_j^C | \tilde{\beta}_0, \tilde{\beta}) &= Q(\tilde{\beta}_j^C | \tilde{\beta}_0, \tilde{\beta}) + F(\tilde{\beta}_j^C | \tilde{\beta}_0, \tilde{\beta}) - Q(\tilde{\beta}_j^C | \tilde{\beta}_0, \tilde{\beta}) \\
&\leq Q(\tilde{\beta}_j | \tilde{\beta}_0, \tilde{\beta}) \\
&\leq Q(\bar{\beta}_j | \tilde{\beta}_0, \tilde{\beta}) \\
&= F(\bar{\beta}_j | \tilde{\beta}_0, \tilde{\beta}).
\end{align*}

We now prove (3.1) (note that (3.2) is trivial). By the mean value theorem

\begin{align}
\phi_c(r_i + y_i x_{ij} (\beta_j - \tilde{\beta}_j)) = \phi_c(r_i) + \phi'_c(r_i) + r_i y_i x_{ij} (\beta_j - \tilde{\beta}_j),
\end{align}

(3.3)

for some $r^* \in (0, 1)$. Moreover, we observe that the difference of the first derivatives for the function $\phi$ satisfies

\begin{align*}
|\phi'_c(a) - \phi'_c(b)| = \begin{cases} 
0 & \text{if } (a > 1, b > 1) \text{ or } (a < -1 - b < 1 - \delta), \\
|a - b|/\delta & \text{if } (1 - \delta < a < 1, 1 - \delta < b < 1), \\
|a - (1 - \delta)|/\delta & \text{if } (1 - \delta < a < 1, b < 1 - \delta), \\
|b - (1 - \delta)|/\delta & \text{if } (1 - \delta < b < 1, a < 1 - \delta), \\
|a - 1|/\delta & \text{if } (1 - \delta < a < 1, b > 1), \\
|b - 1|/\delta & \text{if } (1 - \delta < b < 1, a > 1).
\end{cases}
\end{align*}

Therefore we have

\begin{align}
|\phi'_c(a) - \phi'_c(b)| \leq |a - b|/\delta \quad \forall a, b,
\end{align}

(3.4)

and hence,

\begin{align}
|\phi'_c(r_i + r^* y_i x_{ij} (\beta_j - \tilde{\beta}_j)) - \phi'_c(r_i)| \leq 1/\delta |r^* y_i x_{ij} (\beta_j - \tilde{\beta}_j)| \\
&\leq 1/\delta |y_i x_{ij} (\beta_j - \tilde{\beta}_j)|.
\end{align}

(3.5) (3.6)

Combining (3.3) and (3.6), we have

\begin{align*}
\phi_c(r_i + y_i x_{ij} (\beta_j - \tilde{\beta}_j)) &= \phi_c(r_i) + \phi'_c(r_i) y_i x_{ij} (\beta_j - \tilde{\beta}_j) \\
&\quad + (\phi'_c(r_i + r^* y_i x_{ij} (\beta_j - \tilde{\beta}_j)) - \phi'_c(r_i)) y_i x_{ij} (\beta_j - \tilde{\beta}_j) \\
&\leq \phi_c(r_i) + \phi'_c(r_i) y_i x_{ij} (\beta_j - \tilde{\beta}_j) + 1/\delta (y_i x_{ij} (\beta_j - \tilde{\beta}_j))^2.
\end{align*}

Summing over $i$ at the both sides of the above inequality and using $y_i^2 = 1, \frac{1}{n} \sum_{i=1}^{n} x_{ij}^2 = 1$, we get (3.1).
4. A FURTHER EXTENSION OF THE GCD ALGORITHM

In this section, we further develop a generic GCD algorithm for solving a class of large margin classifiers. Define an elastic net penalized large margin classifier as follows:

\[
\min_{(\beta_0, \beta)} \frac{1}{n} \sum_{i=1}^{n} L(y_i(\beta_0 + x_i^T \beta)) + P_{\lambda_1, \lambda_2}(\beta),
\]  

(4.1)

where \(L(\cdot)\) is a convex loss function. The coordinate descent algorithm cyclically minimizes

\[
F(\beta_j | \tilde{\beta}_0, \tilde{\beta}) = \frac{1}{n} \sum_{i=1}^{n} L(r_i + y_i x_{ij}(\beta_j - \tilde{\beta}_j)) + p_{\lambda_1, \lambda_2}(\beta_j)
\]

(4.2)

with respect to \(\beta_j\), where \(r_i = y_i(\tilde{\beta}_0 + x_i^T \tilde{\beta})\) is the current margin. The analysis in Section 3 shows that the foundation of the GCD algorithm for the HHSVM lies in the fact that for the Huberized hinge loss, the \(F\) function has a simple quadratic majorization function. To generalize the GCD algorithm, we assume that the loss function \(L\) satisfies the following quadratic majorization condition

\[
L(t + a) \leq L(t) + L'(t)a + \frac{M}{2}a^2 \quad \forall t, a.
\]

(4.3)

Under (4.3), we have

\[
F(\beta_j | \tilde{\beta}_0, \tilde{\beta}) \leq \frac{1}{n} \sum_{i=1}^{n} [L(r_i) + L'(r_i)y_i x_{ij}(\beta_j - \tilde{\beta}_j) + \frac{M}{2}x_{ij}^2(\beta_j - \tilde{\beta}_j)] + p_{\lambda_1, \lambda_2}(\beta_j)
\]

\[
= \sum_{i=1}^{n} L(r_i) + \sum_{i=1}^{n} L'(r_i)y_i x_{ij}(\beta_j - \tilde{\beta}_j) + \frac{M}{2}(\beta_j - \tilde{\beta}_j)^2 + p_{\lambda_1, \lambda_2}(\beta_j)
\]

\[
= Q(\beta_j | \tilde{\beta}_0, \tilde{\beta}),
\]

which means that \(Q\) is a quadratic majorization function of \(F\). Therefore, like in Algorithm 1, we set the minimizer of \(Q\) as the new update

\[
\tilde{\beta}_j^C = \arg \min_{\beta_j} Q(\beta_j | \tilde{\beta}_0, \tilde{\beta})
\]

and the solution is given by

\[
\hat{\beta}_j^C = S(M \tilde{\beta}_j - \frac{\sum_{i=1}^{n} L(r_i)y_i x_{ij}}{n}, \lambda_1).
\]

Likewise, the intercept is updated by

\[
\hat{\beta}_0^C = \tilde{\beta}_0 - \frac{\sum_{i=1}^{n} L(r_i)y_i}{Mn}
\]

To sum up, we now have a generic GCD algorithm for a class of large margin classifiers whose loss function satisfies the quadratic majorization condition, see Algorithm 2.
We now show that the quadratic majorization condition is actually satisfied by popular margin-based loss functions.

Lemma 1. (a) If $L$ is differentiable and has Lipschitz continuous first derivative, that is,

$$|L'(a) - L'(b)| \leq M_1|a - b| \quad \forall a, b.$$  \hspace{1cm} (4.4)

then $L$ satisfies the quadratic majorization condition with $M = 2M_1$.

(b) If $L$ is twice differentiable and has bounded second derivative, that is,

$$L''(t) \leq M_2 \quad \forall t,$$

then $L$ satisfies the quadratic majorization condition with $M = M_2$.

Proof. For part (a) of Lemma 1, we notice that

$$L(t + a) = L(t) + L'(t_1)a = L(t) + L'(t)a + (L'(t_1) - L'(t))a$$

for some $t_1$ between $t$ and $t + a$. Using (4.4), we have

$$|(L'(t_1) - L'(t))a| \leq M_1|(t_1 - t)a| \leq M_1a^2,$$

which implies

$$L(t + a) \leq L(t) + L'(t)a + \frac{2M_1}{2}a^2.$$

For part (b), we simply use Taylor’s expansion to the second order

$$L(t + a) = L(t) + L'(t)a + \frac{L''(t_2)}{2}a^2 \leq L(t) + L'(t)a + \frac{M_2}{2}a^2.$$

Figures 2 and 3 show several popular loss functions and their derivatives. We use Lemma 1 to show that those loss functions satisfy the quadratic majorization condition.

In Section 3, we have shown that the Huberized hinge loss has Lipschitz continuous first derivative in (3.4) where $M_1 = 1/\delta$. By Lemma 1, it satisfies the quadratic majorization condition with $M = 2/\delta$. In this case, Algorithm 2 reduces to Algorithm 1.

The squared hinge loss function has the expression $L(t) = [(1 - t)_+]^2$ and its derivative is $L'(t) = -2(1 - t)_+$. Direct calculation shows that (4.4) holds for the squared hinge loss with $M_1 = 2$. By Lemma 1, it satisfies the quadratic majorization condition with $M = 4$.

The logistic regression loss has the expression $L(t) = \log(1 + e^{-t})$ and its derivative is $L'(t) = -(1 + e^t)^{-1}$. The logistic regression loss is actually twice differentiable and its second derivative is bounded by $1/4$: $L''(t) = \sum_{i=1}^{n} \frac{e^t}{(1 + e^t)^2} \leq \frac{1}{4}$. By Lemma 1, it satisfies the quadratic majorization condition with $M = 1/4$.

We have implemented both Algorithms 1 and 2 in an R package gcdnet. In this article, we use hubernet, sqsvmnet, and logitnet to denote the function in gcdnet for computing the solution paths of the elastic net penalized Huberized SVM, squared SVM, and logistic regression.
Figure 3.  (a) The first derivative of the Huberized hinge loss function (with $\delta = 2$); (b) the first derivative of the Huberized hinge loss function (with $\delta = 0.01$); (c) the first derivative of the squared hinge loss function; (d) the first derivative of the logistic loss function.

5. NUMERICAL EXPERIMENTS

5.1 Comparing Two Algorithms for the HHSVM

We compare the run-times of hubernet and a competing algorithm by Wang, Zhu, and Zou (2008) for the HHSVM. The latter method is a LARS-type path algorithm that exploits the piecewise linearity of the HHSVM solution paths. The source code is available at http://www.stat.lsa.umich.edu/~jizhu/code/hhsvm/.

For notation convenience, the LARS-type algorithm is denoted by WZZ. For each given $\lambda_2$, WZZ finds the piecewise linear solution paths of the HHSVM. WZZ automatically generates a sequence of $\lambda_1$ values. To make a fair comparison, the same $\lambda_1$ sequence is used in hubernet. All numerical experiments were carried out on an Intel Xeon X5560 (Quad-core 2.8 GHz) processor.
Algorithm 2. The generic GCD algorithm for a class of large margin classifiers.

- Initialize \( \tilde{\beta}_0, \tilde{\beta} \).
- Iterate 2(a)–2(b) until convergence:
  - 2(a) Cyclic coordinate descent: for \( j = 1, 2, \ldots, p \),
    * (2.a.1) Compute \( r_i = y_i (\tilde{\beta}_0 + x_i^T \tilde{\beta}) \).
    * (2.a.2) Compute \( \hat{\beta}_C^j = S \left( M \tilde{\beta}_j - \frac{\sum_{i=1}^n L'(r_i) y_i x_i}{n} \right) \).
    * (2.a.3) Set \( \tilde{\beta}_j = \hat{\beta}_C^j \).
  - 2(b) Update the intercept term
    * (2.b.1) Recompute \( r_i = y_i (\tilde{\beta}_0 + x_i^T \tilde{\beta}) \).
    * (2.b.2) Compute \( \hat{\beta}_C^0 = \tilde{\beta}_0 - \frac{\sum_{i=1}^n L'(r_i) y_i}{M n} \).
    * (2.b.3) Set \( \tilde{\beta}_0 = \hat{\beta}_C^0 \).

We first use the FHT model introduced in Friedman, Hastie, and Tibshirani (2010) to generate simulated data with \( n \) observations and \( p \) predictors from the following model:

\[
Z = \sum_{j=1}^{p} X_j \beta_j + k \cdot N(0, 1),
\]

where the covariance between predictors \( X_j \) and \( X_{j'} \) has the same correlation \( \rho \), with \( \rho \) ranging from 0 to 0.95 and \( \beta_j = (-1)^j \exp(-(2j - 1)/20) \). We choose \( k \) such that the signal-to-noise ratio is 3.0. Generate a binary response \( Y \) according to \( \Pr(Y = -1) = 1/(1 + \exp(-Z)) \) and \( \Pr(Y = +1) = 1/(1 + \exp(Z)) \).

For each \( \lambda_2 \) in \( (0, 10^{-4}, 10^{-2}, 1) \), we used WZZ and hubernet to compute the solution paths of the HHSVM over the same grid of \( \lambda_1 \) values. The process was repeated 10 times over 10 independent datasets. Tables 1 and 2 compare the run-times of hubernet and WZZ, where \( \frac{t_{\text{hubernet}}}{t_{\text{WZZ}}} \) is the ratio of their run-times.

In Table 1, \( n = 5000 \) and \( p = 100 \), which corresponds to the traditional moderate-dimension larger-sample-size case. We see that hubernet is about 25–30 times faster than WZZ. It is also interesting to note that the relative improvement in speed is nearly independent of the correlation level and \( \lambda_2 \), although the two factors have noticeable impact on the actual computing times.

In Table 2, \( n = 100 \) and \( p = 5000 \), which corresponds to the high-dimension lower-sample-size case. When \( \lambda_2 = 0 \), the HHSVM uses the lasso penalty. In this case, the correlation has little impact on the speed of WZZ while higher correlation slightly increases the timing of hubernet. Nevertheless, hubernet is about 4–7 times faster than WZZ. When \( \lambda_2 > 0 \), the HHSVM uses a true elastic net penalty. We see that the advantage of hubernet over
Table 1. Timings (in seconds) for WZZ and hubernet for $n = 5000$, $p = 100$ data. Total time over the same grid of $\lambda_1$ values chosen by WZZ, averaged over 10 independent runs

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\lambda_2 = 0$</th>
<th>$\lambda_2 = 10^{-4}$</th>
<th>$\lambda_2 = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WZZ</td>
<td>hubernet</td>
<td>WZZ</td>
</tr>
<tr>
<td>0</td>
<td>88.42</td>
<td>2.97</td>
<td>87.87</td>
</tr>
<tr>
<td>0.1</td>
<td>85.51</td>
<td>2.87</td>
<td>84.93</td>
</tr>
<tr>
<td>0.2</td>
<td>86.97</td>
<td>2.93</td>
<td>86.43</td>
</tr>
<tr>
<td>0.5</td>
<td>86.56</td>
<td>2.84</td>
<td>86.08</td>
</tr>
<tr>
<td>0.8</td>
<td>96.24</td>
<td>3.21</td>
<td>95.78</td>
</tr>
<tr>
<td>0.95</td>
<td>113.83</td>
<td>4.03</td>
<td>113.24</td>
</tr>
</tbody>
</table>

WZZ increases as $\lambda_2$ becomes larger. A closer examination shows that WZZ is significantly lowered down by a larger $\lambda_2$, while $\lambda_2$ has a much weaker impact on hubernet’s timings.

We now use some popular benchmark datasets to compare WZZ and hubernet. Five datasets were considered in this study (see Table 3 for details). The first dataset Arcene

Table 2. Timings (in seconds) for WZZ and hubernet for $n = 100$, $p = 5000$ data. Total time over the same grid of $\lambda_1$ values chosen by WZZ, averaged over 10 independent runs

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\lambda_2 = 0$</th>
<th>$\lambda_2 = 10^{-4}$</th>
<th>$\lambda_2 = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WZZ</td>
<td>hubernet</td>
<td>WZZ</td>
</tr>
<tr>
<td>0</td>
<td>5.86</td>
<td>0.87</td>
<td>208.39</td>
</tr>
<tr>
<td>0.1</td>
<td>5.67</td>
<td>0.82</td>
<td>208.13</td>
</tr>
<tr>
<td>0.2</td>
<td>5.93</td>
<td>0.86</td>
<td>203.15</td>
</tr>
<tr>
<td>0.5</td>
<td>5.56</td>
<td>0.86</td>
<td>208.46</td>
</tr>
<tr>
<td>0.8</td>
<td>5.73</td>
<td>1.01</td>
<td>203.87</td>
</tr>
<tr>
<td>0.95</td>
<td>5.54</td>
<td>1.16</td>
<td>188.75</td>
</tr>
</tbody>
</table>

$\lambda_2 = 10^{-2}$

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\lambda_2 = 0$</th>
<th>$\lambda_2 = 10^{-4}$</th>
<th>$\lambda_2 = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WZZ</td>
<td>hubernet</td>
<td>WZZ</td>
</tr>
<tr>
<td>0</td>
<td>208.39</td>
<td>7.69</td>
<td>256.96</td>
</tr>
<tr>
<td>0.1</td>
<td>208.13</td>
<td>6.91</td>
<td>256.76</td>
</tr>
<tr>
<td>0.2</td>
<td>203.15</td>
<td>6.90</td>
<td>255.94</td>
</tr>
<tr>
<td>0.5</td>
<td>208.46</td>
<td>6.47</td>
<td>252.89</td>
</tr>
<tr>
<td>0.8</td>
<td>203.87</td>
<td>5.67</td>
<td>234.48</td>
</tr>
<tr>
<td>0.95</td>
<td>188.75</td>
<td>4.78</td>
<td>234.48</td>
</tr>
</tbody>
</table>

$\lambda_2 = 1$
Table 3. Timings (in seconds) of WZZ and hubernet for some benchmark real data, averaged over 10 runs

<table>
<thead>
<tr>
<th>Data</th>
<th>n</th>
<th>p</th>
<th>WZZ</th>
<th>hubernet</th>
<th>$\text{HWZZ}^{\text{hubernet}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcene</td>
<td>100</td>
<td>10000</td>
<td>37.17</td>
<td>2.46</td>
<td>15.09</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>42</td>
<td>22283</td>
<td>3.16</td>
<td>0.46</td>
<td>6.85</td>
</tr>
<tr>
<td>Colon</td>
<td>62</td>
<td>2000</td>
<td>14.17</td>
<td>0.42</td>
<td>33.96</td>
</tr>
<tr>
<td>Leukemia</td>
<td>72</td>
<td>7128</td>
<td>52.20</td>
<td>1.42</td>
<td>36.69</td>
</tr>
<tr>
<td>Prostate</td>
<td>102</td>
<td>6033</td>
<td>302.91</td>
<td>3.47</td>
<td>87.2</td>
</tr>
</tbody>
</table>

is obtained from UCI Machine Learning Repository (Frank and Asuncion 2010). We also considered the breast cancer data in Graham et al. (2010), the colon cancer data in Alon et al. (1999), the leukemia data in Golub et al. (1999), and the prostate cancer data in Singh et al. (2002). For each dataset, we randomly split the data into a training set and a test set with ratio 4:1. The HHSVM was trained and tuned by five-fold cross-validation on the training set. Note that we did a two-dimensional cross-validation to find the best pair of $(\lambda_2, \lambda_1)$ that incurs minimal misclassification error. Let $\lambda_2^{\text{CV}}$ denote the chosen $\lambda_2$ by cross-validation.

We reported the timing of WZZ and hubernet for computing solution paths of the HHSVM with $\lambda_2 = \lambda_2^{\text{CV}}$. The whole process was repeated 10 times. As can be seen from Table 3, hubernet is much faster than WZZ in all examples. It is also interesting to see that hubernet is very fast on all five datasets but WZZ can be very slow on prostate data.

5.2 Comparing hubernet, sqsvmnet, and logitnet

As shown in Section 4, the GCD algorithm provides a unified solution to three elastic net penalized large margin classifiers using Huberized hinge loss, squared hinge loss, and logistic regression loss. Here we compare the run times of hubernet for the HHSVM, sqsvmnet for the elastic net penalized squared hinge loss, and logitnet for the elastic net penalized logistic regression. We want to see how the loss function affects the computing time of GCD.

For the elastic net penalized logistic regression, Friedman, Hastie, and Tibshirani (2010) had developed a very efficient algorithm by combining Newton–Raphson and penalized weighted least squares. Their software is available in the R package glmnet. However glmnet uses a different form of the elastic net penalty: $P_{\lambda_1, \lambda_2}(\beta) = \lambda_1 \sum_{j=1}^p \left[ \frac{1}{2}(1 - \alpha)\beta_j^2 + \alpha |\beta_j| \right]$. Fortunately, the glmnet code can be easily modified for the elastic net penalty $P_{\lambda_1, \lambda_2}(\beta)$ in (2.4). We have reimplemented glmnet and denote it by logitnet-FHT for notation convenience.

We first use the FHT model to generate simulation data with $n = 100, p = 5000$. Table 4 shows the run times (in seconds) of hubernet ($\delta = 2$), hubernet ($\delta = 0.01$), sqsvmnet, logitnet, and logitnet-FHT. Each method solves the solution paths for 100 $\lambda_1$ values for each $(\lambda_2, \rho)$ combination. First of all, Table 4 shows that all these methods are computationally efficient. Relatively speaking, the Huberized hinge loss ($\delta = 2$) and squared hinge loss lead to the fastest classifiers computed by GCD. As argued in Section 2.4, hubernet ($\delta = 0.01$) can be used to approximate the elastic net penalized SVM. Compared with the default hubernet (with $\delta = 2$), hubernet ($\delta = 0.01$) is about 10 times slower.
Table 4. Timings (in seconds) for hubernet ($\delta = 2$), hubernet ($\delta = 0.01$), sqsvmnet, logitnet, and logitnet-FHT in the elastic net penalized classification methods for $n = 100$, $p = 5000$ data. Total time for 100 values of $\lambda_1$, averaged over 10 independent runs

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_2 = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hubernet ($\delta = 2$)</td>
<td>0.64</td>
<td>0.63</td>
<td>0.65</td>
<td>0.65</td>
<td>0.81</td>
<td>0.89</td>
</tr>
<tr>
<td>hubernet ($\delta = 0.01$)</td>
<td>6.25</td>
<td>5.46</td>
<td>5.87</td>
<td>7.21</td>
<td>9.11</td>
<td>8.92</td>
</tr>
<tr>
<td>sqsvmnet</td>
<td>0.49</td>
<td>0.47</td>
<td>0.48</td>
<td>0.50</td>
<td>0.59</td>
<td>0.65</td>
</tr>
<tr>
<td>logitnet</td>
<td>3.85</td>
<td>3.85</td>
<td>3.82</td>
<td>4.77</td>
<td>6.06</td>
<td>8.02</td>
</tr>
<tr>
<td>logitnet-FHT</td>
<td>0.48</td>
<td>0.50</td>
<td>0.54</td>
<td>0.62</td>
<td>0.81</td>
<td>1.24</td>
</tr>
<tr>
<td>$\lambda_2 = 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hubernet ($\delta = 2$)</td>
<td>0.64</td>
<td>0.62</td>
<td>0.64</td>
<td>0.67</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td>hubernet ($\delta = 0.01$)</td>
<td>6.20</td>
<td>5.62</td>
<td>5.71</td>
<td>6.76</td>
<td>8.60</td>
<td>8.94</td>
</tr>
<tr>
<td>sqsvmnet</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.53</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td>logitnet</td>
<td>3.78</td>
<td>3.81</td>
<td>3.79</td>
<td>4.69</td>
<td>6.07</td>
<td>8.05</td>
</tr>
<tr>
<td>logitnet-FHT</td>
<td>0.48</td>
<td>0.50</td>
<td>0.54</td>
<td>0.62</td>
<td>0.81</td>
<td>1.23</td>
</tr>
<tr>
<td>$\lambda_2 = 10^{-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hubernet ($\delta = 2$)</td>
<td>0.83</td>
<td>0.72</td>
<td>0.80</td>
<td>0.78</td>
<td>0.79</td>
<td>0.87</td>
</tr>
<tr>
<td>hubernet ($\delta = 0.01$)</td>
<td>6.07</td>
<td>5.31</td>
<td>5.38</td>
<td>7.05</td>
<td>9.47</td>
<td>9.39</td>
</tr>
<tr>
<td>sqsvmnet</td>
<td>0.51</td>
<td>0.47</td>
<td>0.47</td>
<td>0.50</td>
<td>0.58</td>
<td>0.63</td>
</tr>
<tr>
<td>logitnet</td>
<td>4.24</td>
<td>4.18</td>
<td>4.49</td>
<td>5.11</td>
<td>7.29</td>
<td>8.14</td>
</tr>
<tr>
<td>logitnet-FHT</td>
<td>0.51</td>
<td>0.52</td>
<td>0.56</td>
<td>0.63</td>
<td>0.80</td>
<td>1.15</td>
</tr>
<tr>
<td>$\lambda_2 = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hubernet ($\delta = 2$)</td>
<td>0.76</td>
<td>0.75</td>
<td>0.72</td>
<td>0.72</td>
<td>0.76</td>
<td>0.76</td>
</tr>
<tr>
<td>hubernet ($\delta = 0.01$)</td>
<td>12.92</td>
<td>13.29</td>
<td>13.69</td>
<td>15.69</td>
<td>20.99</td>
<td>11.45</td>
</tr>
<tr>
<td>sqsvmnet</td>
<td>0.64</td>
<td>0.61</td>
<td>0.60</td>
<td>0.62</td>
<td>0.74</td>
<td>0.73</td>
</tr>
<tr>
<td>logitnet</td>
<td>4.89</td>
<td>4.63</td>
<td>4.53</td>
<td>4.69</td>
<td>4.98</td>
<td>5.17</td>
</tr>
<tr>
<td>logitnet-FHT</td>
<td>0.78</td>
<td>0.74</td>
<td>0.76</td>
<td>0.75</td>
<td>0.71</td>
<td>0.77</td>
</tr>
</tbody>
</table>

We also observe that logitnet-FHT is about 8–10 times faster than logitnet. A possible explanation is that logitnet-FHT takes advantages of the Hessian matrix of the logistic regression model in its Newton–Raphson step, while logitnet simply uses $1/4$ to replace the second derivatives, which can be conservative. On the other hand, hubernet ($\delta = 2$) and sqsvmnet are at least comparable to logitnet-FHT and the former two even have noticeable advantages when the correlation is high.

We now compare timings and classification accuracy of hubernet ($\delta = 2$), hubernet ($\delta = 0.01$), sqsvmnet, logitnet, and logitnet-FHT on the five benchmark datasets (See details in Table 5). Each model was trained and tuned in the same way as described in Section 5.1. Average misclassification error on the test set from 10 independent splits is reported. Also reported is the run time (in seconds) for computing the solution paths with $\lambda_2$ chosen by five-fold cross-validation. We can see that the hubernet with $\delta = 2$ or $\delta = 0.01$ has better classification accuracy than other classifiers on Arcene, Colon, Leukemia, and Prostate, while sqsvmnet has the smallest error on breast cancer. In terms of timings, there are three datasets for which sqsvmnet is the winner and logitnet-FHT wins on the other two. The timing results for hubernet ($\delta = 2$) are very close to those of sqsvmnet and logitnet-FHT. Overall, hubernet ($\delta = 2$) delivers very competitive performance on these benchmark datasets.
Table 5. Testing error (%) and timings (in seconds) for some benchmark real data. The timings are for computing solution paths for hubernet \((\delta = 2)\), hubernet \((\delta = 0.01)\), sqsvmnet, logitnet, and logitnet-FHT with \(\lambda_2\) chosen by cross-validation and over the grid of 100 \(\lambda_1\) values, averaged over 10 runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>Arcene Error</th>
<th>Arcene Time</th>
<th>Breast cancer Error</th>
<th>Breast cancer Time</th>
<th>Colon Error</th>
<th>Colon Time</th>
<th>Leukemia Error</th>
<th>Leukemia Time</th>
<th>Prostate Error</th>
<th>Prostate Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>hubernet ((\delta = 2))</td>
<td>21.00</td>
<td>1.35</td>
<td>19.71</td>
<td>1.12</td>
<td>17.90</td>
<td>0.23</td>
<td>3.16</td>
<td>0.73</td>
<td>9.35</td>
<td>0.77</td>
</tr>
<tr>
<td>hubernet ((\delta = 0.01))</td>
<td>23.58</td>
<td>23.92</td>
<td>19.71</td>
<td>15.36</td>
<td>15.10</td>
<td>7.35</td>
<td>2.41</td>
<td>5.55</td>
<td>8.47</td>
<td>6.12</td>
</tr>
<tr>
<td>sqsvmnet</td>
<td>23.00</td>
<td>1.13</td>
<td>19.14</td>
<td>1.15</td>
<td>19.30</td>
<td>0.18</td>
<td>3.25</td>
<td>0.54</td>
<td>8.88</td>
<td>0.66</td>
</tr>
<tr>
<td>logitnet</td>
<td>25.00</td>
<td>9.71</td>
<td>19.57</td>
<td>6.53</td>
<td>21.20</td>
<td>1.13</td>
<td>3.91</td>
<td>6.23</td>
<td>9.05</td>
<td>4.77</td>
</tr>
<tr>
<td>logitnet-FHT</td>
<td>25.00</td>
<td>1.85</td>
<td>19.57</td>
<td>1.08</td>
<td>21.20</td>
<td>0.14</td>
<td>3.91</td>
<td>0.65</td>
<td>9.05</td>
<td>0.67</td>
</tr>
</tbody>
</table>

6. DISCUSSION

In this article, we have presented a GCD algorithm for efficiently computing the solution paths of the HHSVM. We also generalized the GCD to other large margin classifiers and demonstrated their performances. The GCD algorithm has been implemented in an R package gcdnet, which is publicly available from The Comprehensive R Archive Network at http://cran.r-project.org/web/packages/gcdnet/index.html.

As pointed out by a referee, in the optimization literature, there are other efficient algorithms for solving the HHSVM and the elastic net penalized squared SVM, logistic regression. Tseng (2009) proposed a coordinate gradient descent method for solving \(\ell_1\) penalized smooth optimization problems. Nesterov (2007) proposed the composite gradient mapping idea for minimizing the sum of a smooth convex function and a nonsmooth convex function such as the \(\ell_1\) penalty. These algorithms can be applied to the large margin classifiers considered in this article. We do not argue here that GCD is superior than these alternatives. The message we wish to convey is that the marriage between coordinate descent and MM principle could yield an elegant, stable, and yet very efficient algorithm for high-dimensional classification.

SUPPLEMENTARY MATERIALS

The supplementary materials are available in a single zip file, which contains the R package gcdnet and a readme file (README.txt).
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