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Abstract

We study the properties of a model combining method, ARM (Adaptive Regression by Mixing), in the ANOVA framework. We propose model instability measures as a guide to the appropriateness of model combining in applications. We further systematically investigate the relationship between ARM performance and the underlying model structure. We propose an approach to evaluating the importance of factors based on the combined estimates. A theoretical risk bound on the combined estimator is also obtained.
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1 Introduction

A now well known problem common to model selection is the potential for large instability in searching for the best model. By instability we mean the uncertainty in identifying the best model, which in this paper we will take to be best in terms of a statistical risk of interest. Often a small change or
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perturbation of the data results in the selection of a quite different model (Breiman, 1996). Inferences based on the selected model are then not reliable.

Model averaging (or combining) is a natural approach to accounting for model uncertainty. In this paper, we investigate a model averaging technique, ARM, proposed by Yang (2001). Compared to the Bayesian model averaging approach which weights the models by their posterior probability (see, e.g. Hoeting et al. (1999) for a review of the general methodology and computational issues), Yang’s method does not require the specification of a prior distribution and allows the derivation of theoretical risk bounds for the estimators.

When the selected model is not trustworthy, the estimates from combining are more reliable. However, model averaging is not automatically better than model selection. Model combining is more complicated and computationally expensive, and may even entail sacrificing accuracy. Combined estimators are also difficult to interpret.

The previous work on model averaging has usually been limited to demonstrating the advantage of combining through a few examples without exploring when model combining is more appropriate. We attempt to address this issue in the present work. To that end, we propose instability measures as a guide to help us decide between combining and selection.

To gain more insight into the properties of combining and selection, we explore ARM in the specific context of the ANOVA framework. This is a context with a number of interesting challenges in which model combining does not appear to have been extensively explored. ARM has not been applied to this context. The closest application of model combining we have found is a Bayesian method for generalized linear models developed by Raftery (1996).

Traditionally, analysis of variance has focused on the identification of significant factors. This reflects the design of experiment perspective, which aims to find out which factors significantly affect the response variable. Model selection is particularly useful as it gives the factor effects directly. Therefore a way to avoid unnecessary model combining is desirable in real applications.

We examine the properties of ARM in the ANOVA setting primarily through an investigation of risk for estimated cell means. We explore the relationship between several proposed instability measures and ARM performance. We also systematically explore the relationship between ARM performance and underlying model structure. Furthermore, given the most common purpose of factorial data analysis, we propose a method for evaluating factors based on the estimated cell means through combining when model selection is not appropriate.

The paper is organized as follows: In section 2, we set up the problem of in-
terest. In section 3, we investigate several approaches to measuring instability associated with model selection. In section 4, we present the ARM algorithm for factorial data. We investigate how to apply ARM and the properties of combining and selection through some data examples and simulations in section 5. Concluding remarks are in section 6. A theoretical risk bound for the ARM estimator and the proof are given in an appendix.

2 Problem Setup

Suppose there are $\Phi$ ($\Phi \geq 2$) factors with levels $I_1, \cdots, I_\Phi$ ($I_1, \cdots, I_\Phi \geq 2$) respectively. Consider a balanced factorial design with $J$ ($J \geq 2$) replicates. Let $Y_{i_1 \cdots i_\Phi, j} = \mu_{i_1 \cdots i_\Phi} + \epsilon_{i_1 \cdots i_\Phi, j}$, where $Y_{i_1 \cdots i_\Phi, j}$ is the $j$th observation in cell $i_1 \cdots i_\Phi$, $\mu_{i_1 \cdots i_\Phi}$ is the mean response at that cell and $\epsilon_{i_1 \cdots i_\Phi, j}$ are independent Gaussian errors with mean 0 and unknown variance $\sigma^2$ ($\sigma^2 > 0$). ANOVA concerns how the cell means $\mu_{i_1 \cdots i_\Phi}$ depend on the factors and also the estimation of the main factor and interaction effects.

To estimate the cell mean vector $\mu = \{\mu_{i_1 \cdots i_\Phi}\}$, $K$ plausible models are considered:

$$Y_{i_1 \cdots i_\Phi, j}^{(k)} = \mu_{i_1 \cdots i_\Phi}^{(k)} + \epsilon_{i_1 \cdots i_\Phi, j},$$

where for each $k \in \{1, \ldots, K\}$, $\mu^{(k)} = \{\mu_{i_1 \cdots i_\Phi}^{(k)}\}$ is a family of mean vectors. For example, $k = 1$ may be the independence model that includes only the main effects and $k = 2$ may be the model including all the main effects and all the two way interactions.

In this paper, the comparison of estimators will be based on the average mean squared error. Let $\hat{\mu}$ be an estimator of $\mu$ based on the data. The risk is

$$R(\mu, \hat{\mu}) = \frac{1}{N} \sum_{i_1=1}^{I_1} \cdots \sum_{i_\Phi=1}^{I_\Phi} E((\mu_{i_1 \cdots i_\Phi} - \hat{\mu}_{i_1 \cdots i_\Phi})^2)$$

where $N = \prod_{j=1}^{\Phi} I_j$ is the total number of cells and the expectation is taken with respect to the randomness of the errors under the true model. In this paper, under Gaussian errors, for a given model we will use the least squares estimators (which are also MLE) to estimate the cell means. Throughout this paper, we will impose $\Sigma$ restrictions on the parameters of the main effects and interactions (i.e., $\sum a_i = 0, \sum b_i = 0$ and so on).
3 Instability in Model Selection

In this part, we study some measures that help us understand when combining outperforms model selection.

Evidence from other contexts indicates that model selection may be more appropriate under some circumstances than others. We would expect model combining to perform better in cases where model selection is less appropriate. A measure that could quantify the appropriateness of model selection given a set of data could serve as a guide to understanding the properties of combining and selection, and as a potential guide in applications to help decide whether to choose selecting or combining.

We propose using measures based on criteria of internal consistency. When a model selection technique initially chooses one model but chooses a different model when conditions are changed slightly, we say that the model selection technique displays instability. We consider three ways in which conditions can be changed slightly. The data could be perturbed, as in measurement error, the data could be reduced, as in moving from a larger to a smaller experiment, or data could be redrawn from the same data generating process as in tests repeated over time. We call the three instability measures corresponding to these three forms of slight change perturbation instability, sequential instability, and parametric bootstrap instability respectively.

The three model selection methods considered here are AIC (Akaike, 1973), BIC (Schwarz, 1978), and a method based on hypothesis testing. In the ANOVA framework, AIC and BIC can be expressed as

\[
\text{AIC} = n \log(\text{RSS}/n) + 2p + \text{constant}, \\
\text{BIC} = n \log(\text{RSS}/n) + \log(n)p + \text{constant},
\]

where RSS is the sum of squared residuals, \( n \) is the sample size and \( p \) is the number of parameters in the model. The size of \( p \) depends on the number of main factor and interactions effects. For example, including a factor with level \( I_j \) adds \( I_j - 1 \) parameters to the model, including an interaction term between two factors with levels \( I_j \) and \( I_k \) respectively adds \((I_j - 1)(I_k - 1)\) parameters and so on.

The first two methods can be applied to data sets directly, but we have to make a choice to address the third. We will adopt one common approach of studying factor effects: start with the full model and obtain the ANOVA table. Then all the terms that are not significant at 0.05 level are dropped. The remaining terms constitute the selected model. We will call this approach the ANOVA method. Even though diagnosis and iterations are often used in real application, for suitability of automatic computational evaluation, we will
use it as the representative of hypothesis test based model selection.

3.1 Some Data Sets

Six data sets will be used to demonstrate the proposed instability measures. The data sets were selected by looking through textbooks and on-line data repositories. We searched until we had an adequate number of data sets that met the criteria of balanced design, three or four factors, two factor levels per factor, and at least two replicates. We briefly describe the data sets below.

**Data set 1** (Neter et al., 1996, p. 942): A $2^3$ experiment with three replicates.

**Data set 2** (Vardeman and Jobe, 2001, p. 191): A $2^3$ experiment with three replicates.

**Data set 3** (Montgomery, 1997, p. 341): A $2^3$ experiment with three replicates.

**Data set 4** (Garcia-Diaz and Phillips, 1995, p. 218): A $2^3$ experiment with two replicates.


3.2 Parametric Bootstrap Instability

The idea of bootstrapping can be naturally used to measure model selection instability (e.g., Diaconis and Efron, 1983). We here focus on parametric bootstrap. Consider a model selection method. The selected model is used to get the estimated cell means $\hat{\mu}_{i_1 \ldots i_k}$ and the estimate of the error variance $\hat{\sigma}^2$. Then in each cell, $J$ observations are generated from $N(\hat{\mu}_{i_1 \ldots i_k}, \hat{\sigma}^2)$ and the selection method is applied to the new data. The procedure is repeated a large number of times (say 1000) and the relative frequency with which it chooses a model different from the original selected model is recorded. If the frequency is high, we cannot be confident about the selected model. The results are summarized in Table 1. For data set 6, about 70% of the time, AIC and ANOVA would choose a different model. For such a case, clearly the selected model cannot be trusted as the true or the best model.
### 3.3 Sequential Instability

Sequential instability examines the consistency of selection at different data sizes. We expect that removing a small proportion of the data should not make much difference if a procedure is stable. In the balanced design, we randomly remove 1 observation from each cell and reselect using the remaining data. The relative frequency with which a different model is chosen in 1000 replications is recorded.

We apply this approach only to the data sets with at least three replicates. For the cases with only two replicates, removing one observation per cell implies reduction of the samples size by one half, which may have quite different statistical behavior. The results are summarized in Table 1.

### 3.4 Perturbation Instability

The technique of perturbation was used by Breiman (1996) to demonstrate instability and to obtain a stabilized estimator. Our usage of perturbation is for measuring instability. Here the perturbation approach involves perturbing each data point by a small amount and re-selecting to see if the model selected changes. For each data point $y$, a perturbed data point is generated from $N(y, \tau \hat{\sigma}^2)$, where $\tau$ is the scalar factor and $\hat{\sigma}^2$ is the estimated variance from the model selected based on the original data. The model selection method is repeated on the perturbed data. The procedure is repeated 1000 times and the relative frequency with which a different model is chosen is recorded. We let $\tau$ vary from 0.1 to 0.5 in increment of 0.1. Intuitively, the relative frequency increases as $\tau$ gets larger. We regress the relative frequency versus $\tau$ through the origin to get the slope. A high slope implies the selection method
is unstable. Table 1 records the slopes of each method for the data sets.

3.5 Analysis of Results

The ranking of data sets in terms of the instability measures varied quite a bit. Most of the data sets could, however, be roughly characterized as stable, unstable, or intermediate. All the three model selection approaches displayed smallest instability on data set 2 by all three measures. Data set 3 was next. Data sets 4, 5 and 6 which were two replicate data sets were on the whole less stable than the first three data sets, which were all three replicate data sets. We expect the instability to depend on sample size, number of factors, noise level as well as the true coefficients.

The combining method to be described next will be applied to the preceding data sets and analyzed with respect to the results just summarized. The diversity of the data sets in terms of the instability measures suggests that they should illustrate the performance of the combining method under a wide range of conditions. The results suggest that the combining method should perform better on data sets 1, 4, 5 and 6 than on data sets 2 and 3.

4 Combining Factorial Models

Yang (2001) proposed a method named ARM (adaptation regression by mixing) for combining models in the context of regression with random design. It uses a portion of the data to fit each candidate model and the other portion of the data to evaluate the performance of each model. The models are weighted according to their performance in the evaluation stage and combined to give the ARM estimator. The present ANOVA setting is oriented to substantially different problems from the regression setting in Yang. Taking into account the features of the ANOVA setting different from those of the random design regression setting, we propose the following method to combine ANOVA models.

Algorithm

- Step 1. Randomly permute the order of the \( J \) observations within each cell.
- Step 2. Split the data into 2 parts. In each cell, the first part has \( J_1 \) observations, the second part has \( J_2 \) observations. The data in each cell are split in the same proportion to maintain the balanced design. Note \( J = J_1 + J_2 \). The first part of data contains \( n_1 = J_1N \) observations and is denoted by \( Z^{(1)} \), the second part contains \( n_2 = J_2N \) observations and is denoted by
Step 3. For each candidate model $k = 1, 2, \ldots, K$, obtain $\hat{\mu}^{(k)} = \hat{\mu}_{n1}^{(k)}$ by least squares method based on $Z^{(1)}$. Obtain the estimate of the variance $\hat{\sigma}^2 = \hat{\sigma}^2_{k,n1}$ from the same part of the data.

Step 4. Assess the performance of the models using $Z^{(2)}$, the remaining part of the data, according to the overall measure of discrepancy

$$D_k = \sum_{i_1=1}^{J_1} \cdots \sum_{i_P=1}^{J_P} \sum_{j=I_{i_1}+1}^{J_{i_1}} \left(Y_{i_1} \cdots i_P j - \hat{\mu}_{i_1}^{(k)} \cdots i_Pight)^2.$$

Step 5. Assign each model $k$ the weight

$$W_k = \frac{(\hat{\sigma}^2_k)^{n_k/2} \exp\left(-\hat{\sigma}^{-2} D_k/2\right)}{\sum_{l=1}^K (\hat{\sigma}^2_l)^{n_l/2} \exp\left(-\hat{\sigma}^{-2} D_l/2\right)}.$$

Note that $\sum_{k=1}^K W_k = 1$.

Step 6. Repeat steps 1-5 additional $M - 1$ times. Let $\tilde{W}_k$ be the averaged weight of the $k$th model over these $M$ permutations. Compute the convex combination of estimators by:

$$\tilde{\mu} = \sum_{k=1}^K \tilde{W}_k \hat{\mu}^{(k)}.$$

Remarks:

1. Note that $\tilde{\mu}$ depends on the estimators from all the candidate models.

2. For the estimation of $\sigma^2$, one may choose a model dependent variance estimation method using $\hat{\sigma}^2 = RSS_k/(n - p_k)$, where $RSS_k$ is the sum of squared residuals, $n$ is the sample size and $p_k$ is the number of parameters in model $k$. We will encounter difficulty in estimating $\sigma^2$ for the full model if there is only one observation in the first part of the data. In this case, we can borrow the variance estimation from the other models. One reasonable approach is to borrow the variance estimate from the next largest model. This is the approach we adopted in the simulations. Another approach is to estimate the variance using the full data. Also, the variance can be estimated by pooled sample variances across all the cells. We did not find any substantial difference among these approaches in our empirical investigations.

5 Empirical Studies

In this section, we will compare the performance of ARM with that of some model selection methods in real and simulated data sets. With simulated data, the assessment criterion is the risk discussed in section 2. In the real data sets, the assessment criterion is the squared prediction error which will be given in section 5.1.
The model selection methods considered here include AIC, BIC and ANOVA. For combining, the candidates are the 19 possible models in the three factor design, and the 167 possible models in four factor case (we include the null model as a candidate). Note that as usual, only hierarchical models are considered as candidate models. In three or four factor cases we consider in this work, it is computationally feasible to combine all possible models. For applications, one can use a model selection method and/or graph inspection to screen out models that are obviously inappropriate to reduce the list of models to be combined.

Our goal in the empirical studies is not limited to a demonstration that ARM can work better than the alternative methods. Instead, the simulations and the examples are carefully chosen to help gain an insight into when model combining is advantageous relative to model selection in applications.

5.1 Data Examples

In this section, we are interested in finding out how the instability measures in section 3 can guide us to choose between combining and selecting. To that end, we will compare the performance of ARM with that of some model selection methods in the data sets used in section 3 on instability. For combining, we choose to combine all the possible hierarchical models with 3 or 4 factors.

For comparison of different methods, we take the loss to be the squared prediction error. In data sets 1 through 3, which have three replicates in each cell, we randomly spare one data point in each cell as test data and calculate the squared prediction error based on the difference between the test data and the estimated cell means.

We repeat the procedure 100 times to average out splitting variability. In data sets 4 through 6, each treatment has two observations. We spare one data point from $N/2$ randomly selected cells as test data. As the remaining observations constitute an unbalanced design, we do not consider the ANOVA method here. The average squared prediction errors based on the 100 replications for each method are in Table 2. The standard errors of average squared prediction errors are given in the parentheses.

For the first four data sets, the advantage of ARM (relative to the other methods) increased as the instability of the data set increased. After the most stable data set by all measures, data set 2, ARM started to perform better than the model selection methods. Its advantage in risk reduction relative to the best of other methods increased from 2.6% to 15% and 18.8%. However, the advantage stopped increasing for the four factor models, holding steady at 12.5% and 12.3%. While the precise relationship between the instability
It is interesting to study what factors affect model instability. As we mentioned earlier, we expect the instability measures, and consequently the ARM performance to depend on sample size, the noise level and the model structure. In the following subsections, we will systematically investigate this relationship through simulations where we know the true model. Even though in reality we do not know the truth, this study will give us valuable insight into the property of selection and combining.

5.2 Simulations

The simulations start with the specification of a true model. The true cell means $\mu_{i_1\ldots i_p}$ are calculated according to the model. In each cell $J$ observations are generated from $N(\mu_{i_1\ldots i_p}, \sigma^2)$ and 100 data sets are generated from the same true model. The loss is $\frac{1}{N} \sum_{i_1=1}^{I_1} \cdots \sum_{i_p=1}^{I_p} (\mu_{i_1\ldots i_p} - \hat{\mu}_{i_1\ldots i_p})^2$. The average loss from these 100 replications is used as a Monte Carlo approximation of the risk of interest (average mean squared error). With each replication, the data are permuted 50 times to average out variability in splitting which occurs in model combining by ARM.

We consider several settings. Some fixed three and four factor models and some randomly generated models are analyzed. In all these settings, each factor has two levels.

Since we are primarily interested in cases where model selection may have difficulty in identifying the best model, in our simulations, we did not report

<table>
<thead>
<tr>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
<th>Data set 5</th>
<th>Data set 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.464 (0.579)</td>
<td>2.216 (0.095)</td>
<td>53.164 (1.371)</td>
<td>32.501 (1.313)</td>
<td>0.035 (0.002)</td>
<td>13.295 (0.401)</td>
</tr>
<tr>
<td>15.761 (0.472)</td>
<td>1.731 (0.053)</td>
<td>59.125 (1.580)</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>15.761 (0.472)</td>
<td>2.384 (0.127)</td>
<td>54.573 (1.480)</td>
<td>40.027 (1.261)</td>
<td>0.040 (0.003)</td>
<td>15.166 (0.527)</td>
</tr>
<tr>
<td>15.761 (0.472)</td>
<td>2.384 (0.127)</td>
<td>56.974 (1.441)</td>
<td>41.537 (1.259)</td>
<td>0.042 (0.004)</td>
<td>15.457 (0.461)</td>
</tr>
</tbody>
</table>

Table 2
Comparing Model Selection to Combining by Squared Prediction Errors

measures and ARM performance is still to be worked out, the evidence here is consistent with our expectation that model combining is advantageous over model selection when the instability in model selection is high. So when a data set displays a high instability, it is probably necessary to consider model combining.
small $\sigma^2$ values. Our other simulation results showed that in some cases with small $\sigma^2$ values (as small as 0.1), ARM still had some advantage. The threshold $\sigma^2$ level at which ARM starts to outperform model selection remains an open question. This threshold level should depend on the true model structure as we will explore later.

5.2.1 Fixed Models

The simulation results are in Table 3. The standard errors of the risks are given in the parentheses.

**Case 1** Three factors: Data are generated from $y = a + b + c + ab + \epsilon$ with $a_1 = 0.75, b_1 = 0.68, c_1 = 0.29, ab_{11} = 0.12$. Each cell has three replicates.

<table>
<thead>
<tr>
<th></th>
<th>ARM</th>
<th>ANOVA</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>$\sigma^2 = 0.5$</td>
<td>0.076 (0.004)</td>
<td>0.080 (0.004)</td>
<td>0.069 (0.004)</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.200 (0.011)</td>
<td>0.353 (0.032)</td>
<td>0.262 (0.016)</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.389 (0.024)</td>
<td>0.940 (0.047)</td>
<td>0.662 (0.041)</td>
</tr>
<tr>
<td>Case 2</td>
<td>$\sigma^2 = 0.5$</td>
<td>0.106 (0.006)</td>
<td>0.079 (0.005)</td>
<td>0.072 (0.005)</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.308 (0.013)</td>
<td>0.460 (0.036)</td>
<td>0.333 (0.019)</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.515 (0.023)</td>
<td>1.044 (0.044)</td>
<td>0.799 (0.037)</td>
</tr>
<tr>
<td>Case 3</td>
<td>$\sigma^2 = 0.5$</td>
<td>0.090 (0.003)</td>
<td>0.087 (0.005)</td>
<td>0.073 (0.005)</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.183 (0.009)</td>
<td>0.397 (0.026)</td>
<td>0.271 (0.017)</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.384 (0.025)</td>
<td>0.818 (0.038)</td>
<td>0.613 (0.034)</td>
</tr>
<tr>
<td>Case 4</td>
<td>$\sigma^2 = 0.5$</td>
<td>0.090 (0.001)</td>
<td>-</td>
<td>0.111 (0.001)</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.148 (0.002)</td>
<td>-</td>
<td>0.174 (0.002)</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.270 (0.041)</td>
<td>-</td>
<td>0.389 (0.060)</td>
</tr>
</tbody>
</table>

Table 3
Comparing ARM to Model Selection Methods with Three and Four Factor Models

From Table 3 we can see that as the noise level increased, the advantage of combining also increased. ARM showed no advantage at $\sigma^2 = 0.5$, and the reduction in risk by ARM over the best alternative was 23.7% and 41.2% in the other two noise levels respectively.

**Case 2** Three factors: We kept the same model as in case 1 and the same parameter values except for one change: $ab_{11} = 0.50$. We increased the magnitude of the interaction term so it was not vague any more. As a result, we observed smaller advantage in ARM than in the previous case. ARM showed no advantage at $\sigma^2 = 0.5$, and the reduction in risk by ARM over the best
alternative was 7.5% and 35.5% in the other two noise levels respectively.

**Case 3** Four factors: Data are generated from the model \( y = a + b + c + d + \epsilon \), with \( a_1 = 0.75, b_1 = 0.46, c_1 = 0.25, d_1 = 0.29 \). Each cell has two replicates. The true model contained no obviously weak terms, but ARM still had an advantage even at \( \sigma^2 = 0.5 \). The reduction in risk by ARM was 16.7%, 32.5% and 34.8% respectively.

**Case 4** The true model is the same as in Case 1. The difference is that the data come from an unbalanced design: each of the first 4 cells has 3 replicates and each of the remaining 4 cells has 4 replicates. In applying ARM, we randomly took 2 replicates from each cell as estimation data and used the remaining data for evaluation. This example demonstrated the advantage of ARM with unbalanced data. Since we can split the data cell by cell with different splitting proportions, ARM is easily adapted to unbalanced data.

The above four cases reaffirmed our analysis of model instability and ARM performance. Intuitively, higher noise level makes harder for model selection methods to identify the true model and that leads to higher instability and bigger ARM advantage. The simulations results are consistent with our expectation. However, we are more interested in finding out how the model structure affects model selection and ARM performance given a noise level. We expect to see bigger model instability and ARM advantage when the model contains some vague terms which add difficulty for selection methods. Comparison of Case 1 and Case 2 verified this relationship. We also expect increased model complexity would increase model selection instability and thus increase ARM advantage. The results of Case 3 are consistent with this expectation. Even though the true model does not contain vague terms, when it involves more factors and terms, ARM demonstrates bigger advantages. That makes intuitive sense as a more complicated model is usually more difficult to identify.

It is also of interest to compare the performance of AIC and BIC here. In our parametric setting, it is well known that BIC is consistent and AIC is not. However, for estimating the regression function (as is the focus in this work), BIC can perform much worse than AIC when some effects of the factors are substantially smaller than others (see, e.g. Yang, 2003). In our simulations, where sample sizes were small, AIC consistently outperformed BIC. We expect to observe better BIC performance with increased sample size.

### 5.2.2 Random Models

The above simulations suggest a relationship between model structure and the relative performance of model selection and ARM. In order to show that the above results hold in more general cases, we consider random models in this subsection.
We will consider three factor and four factor cases. In each case, we consider two settings where in one setting we purposely add weak terms in the true model.

A random model is first generated from the list of all possible models for three or four factors. Parameters for the main effects and the intercept are generated from uniform (0, 1). The parameters for the interaction terms are generated from uniform (0, 1) or uniform (0, 0.3). A noise level of $\sigma^2 = 1$ is used to generate the data.

**Case 1** Three factors: All the parameters are assigned values from uniform (0, 1). In total 100 models are generated and 20 data sets are generated from each model. Each cell has three replicates. Each data set is permuted 50 times to smooth splitting variability in combining. The box plot in Figure 1 is based on the 100 risks from these 100 models.

![Random Three Factor Models with Strong Interaction](image)

**Case 2** Three factors: The only difference between Case 1 and Case 2 is that the parameters of the interactions are generated from uniform (0, 0.3) and therefore are weaker. The results are shown in Figure 2.

The simulation results from random models are consistent with our earlier analysis: When the true model contained weak interaction terms (with parameters of interaction terms generated from uniform (0, 0.3)) which hampered the ability of model selection to identify the true model, the gain from ARM
Comparing ARM to Model Selection Methods with Random Models by Mean Risks increased substantially. We also compared the two settings with four factor models and obtained similar results. The means risks for the 100 random models in each case are in Table 4. The advantage of ARM also increased over the best alternative with an increased model complexity as we went from three factor to four factor case.

5.3 Which Factors Are More Important

As we have mentioned, given that the purpose of ANOVA is often to study factor effects, when model selection is appropriate, we prefer to choose model selection as it gives an answer directly. However, when the model selection
instability is high, the simple answer obtained through model selection is not trustworthy or even misleading.

In this case, a feasible approach is to take advantage of the more reliable estimates by ARM to answer the questions of interest. Intuitively, if we have accurately estimated cell means, that information may be helpful for understanding which factors are important. In particular, ARM’s good performance in terms of prediction can be taken as a better representation of the data and we are less likely to err when we possess knowledge that is superior in the sense of more closely matching realizations of data outside the set at hand: by extension, we would hope the property would extend analogously from the experiment to the situation of interest which the experiment intended to produce information about. So in this subsection our goal is to investigate how to use ARM for assessing factor importance.

We start by averaging the cell means \( \bar{\mu} \) over a factor. If the effect of the factor is small, after we average the cell means over that factor at each combination of the levels of the remaining factors, there should not be a big difference between the averaged cell means and the original cell means. Consequently, we can assess the importance of a factor by examining the magnitude of that difference between the averaged cell means \( \bar{\mu}^* \) and the original reference cell means \( \bar{\mu} \). If the difference is not big according to an appropriate criterion (e.g., practical significance), that factor may not be important.

One criterion for assessing the difference is the overall discrepancy across all the cells:

\[
D_1 = \sqrt{\frac{\sum_{i_1,\ldots,i_\phi} (\bar{\mu}_{i_1,\ldots,i_\phi} - \bar{\mu}^*_{i_1,\ldots,i_\phi})^2}{N s^2}},
\]

where \( N \) is the number of cells, and \( s^2 \) is the convex combination of the variance estimates from all the candidate models used in ARM, i.e., \( s^2 = \sum W_k \hat{\sigma}^2_k \). Here \( \hat{\sigma}^2_k \) is the estimate of variance from model \( k \), and \( W_k \) is the weight assigned to that model in ARM.

Other reasonable criteria are the discrepancy in one cell of particular interest, e.g., the maximum discrepancy in one cell, i.e., \( D_2 = \max_{i_1,\ldots,i_\phi} |\bar{\mu}_{i_1,\ldots,i_\phi} - \bar{\mu}^*_{i_1,\ldots,i_\phi}|/s \), or the discrepancy of the cell with the maximum (\( \bar{\mu}_{j_1,\ldots,j_\phi}, \bar{\mu}_{j_1,\ldots,j_\phi}, \ldots, \bar{\mu}_{j_1,\ldots,j_\phi} \)) or the minimum mean (\( \bar{\mu}_{k_1,\ldots,k_\phi}, \bar{\mu}_{k_1,\ldots,k_\phi}, \ldots, \bar{\mu}_{k_1,\ldots,k_\phi} \)) from ARM, i.e., \( D_3 = \max_{j_1,\ldots,j_\phi} |\bar{\mu}_{j_1,\ldots,j_\phi} - \bar{\mu}^*_{j_1,\ldots,j_\phi}|/s, D_4 = \max_{k_1,\ldots,k_\phi} |\bar{\mu}_{k_1,\ldots,k_\phi} - \bar{\mu}^*_{k_1,\ldots,k_\phi}|/s \).

The above proposed criteria can also be used to evaluate the models chosen by model selection techniques (e.g. the ANOVA method) by assessing the fitted cell means from the selected model against the ARM \( \bar{\mu} \).
We propose no criterion or cut off point with which to evaluate these measures and calculating their standard errors seems theoretically formidable. However, if the cell means estimated by ARM are reliable, the measures give an indication of the relative importance of the factors. The numbers can also be judged in terms of practical significance evaluated according to expert knowledge specific to a given problem.

We apply this procedure to the two four factor data sets we have analyzed. The discrepancy measures are summarized in Table 5. The factor over which the data table is collapsed is indicated in the parenthesis.

For data set 5, the measures tend to suggest that the 4 factors are similarly important; but for data set 6, from the perspective of $D_1$ and $D_3$, factor B is substantially less important than the other factors.

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set 5</td>
<td>0.726(A)</td>
<td>1.104(A)</td>
<td>0.905(A)</td>
<td>1.091(A)</td>
</tr>
<tr>
<td></td>
<td>0.543(B)</td>
<td>0.770(B)</td>
<td>0.770(B)</td>
<td>0.733(B)</td>
</tr>
<tr>
<td></td>
<td>0.726(C)</td>
<td>1.091(C)</td>
<td>0.780(C)</td>
<td>1.091(C)</td>
</tr>
<tr>
<td></td>
<td>0.579(D)</td>
<td>0.979(D)</td>
<td>0.979(D)</td>
<td>0.444(D)</td>
</tr>
<tr>
<td>Data set 6</td>
<td>0.704(A)</td>
<td>1.283(A)</td>
<td>0.983(A)</td>
<td>0.470(A)</td>
</tr>
<tr>
<td></td>
<td>0.255(B)</td>
<td>1.712(B)</td>
<td>0.312(B)</td>
<td>0.271(B)</td>
</tr>
<tr>
<td></td>
<td>0.630(C)</td>
<td>0.790(C)</td>
<td>0.463(C)</td>
<td>0.764(C)</td>
</tr>
<tr>
<td></td>
<td>0.812(D)</td>
<td>1.134(D)</td>
<td>1.132(D)</td>
<td>0.321(D)</td>
</tr>
</tbody>
</table>

Table 5
Analyzing Factor Effects of Data Set 5 and 6

Applying the ANOVA method to the original data concludes that all 4 factors are significant in both data sets. For data set 5, the overall discrepancy measure between the combined cell means $\hat{\mu}$ and the fitted cell means from the ANOVA model $\hat{\mu}$ is $D_1 = 0.374$. The maximum discrepancy is $D_2 = 0.471$. The discrepancy in the cell with the maximum or minimum cell mean is $D_3 = 0.471$, $D_4 = 0.184$ respectively. For data set 6, the corresponding measures are: $D_1 = 0.258$, $D_2 = 0.568$, $D_3 = 0.099$, $D_4 = 0.073$. For the two data sets, the $D_2$ values are not small, indicating that the estimates based on the ANOVA method are significantly different from the ARM estimates. Observing that $D_3$ and $D_4$ are all very small for data set 6, if our goal is to find the cell that maximizes or minimizes the mean response, it is perhaps notable that there is no disagreement between ARM and the ANOVA method in this case.

Next we use one simulation to show the potential advantage of the method we propose in assessing the importance of factors. Consider a $2^3$ design with
the true model $y = a + b + c + \epsilon$, with $a_1 = 0.80, b_1 = 0.50, c_1 = 0.10$. Choose $\sigma^2 = 0.25$. Generate 100 data sets from this model with three replicates in each cell. For each data set, compute the cell means estimate $\tilde{\mu}$ by ARM. Consider the overall discrepancy measure $D_1$. In all the 100 data sets, we found the ranking $D_1(A) > D_1(B) > D_1(C)$ held, where the letter indicates the factor over which the data table is collapsed. The means of the three measures were 5.43, 3.13 and 1.87 respectively. In this example, the discrepancy measure was rather reliable in ranking the importance of the factors, and thus gave a relative answer to the question of importance of factors. On the other hand, over 30% of the times, the model selected by ANOVA failed to rank the importance of the factors correctly.

6 Summary and Conclusion

While model averaging solves some problems, it is not automatically better than model selection. In addition to being hard to interpret, model combining can perform worse than model selection in terms of estimation risk. Understanding when combining has an advantage over selection would be a step forward in research on model combining. It would also be helpful to systematically compare model combining and model selection methods beyond a few selected examples (as was typically done in previous publications). In this research on combining factorial models, we have worked along these lines.

Based on the studies we have done so far on the property of ARM and model selection, we have found:

- ARM and model selection performance is related to model selection instability. When a model selection criterion has no difficulty in identifying the best model for a given data set, model selection usually outperforms model combining.
- ARM has a substantial advantage over model selection when there is high uncertainty in model selection. In simulations, when the true models contain weak interaction terms or more factors, ARM usually has a bigger advantage.
- Bootstrap, perturbation, and sequential instabilities properly measure uncertainty in model selection from somewhat different angles. The data examples showed a monotonic association between the instability measures and the relative performance of ARM compared to model selection methods. We recommend the use of these instability measures in factorial data analysis.

In the cases examined in this paper, the various model selection techniques vie with each other in terms of risk while ARM substantially outperforms model
selection when model selection instability is not negligible. This result is in keeping with theoretical work on ARM. Based on our experience analyzing textbook factorial data, model selection instability is usually high with 4 or more factors and up to 3 replications (a configuration commonly seen in industrial applications). Thus, ARM is an attractive alternative to model selection in the ANOVA setting. We have here demonstrated its strength when prediction (or estimating the means) is important. But results are also encouraging for the possibility of developing a method for evaluating the importance of factors.

The positive results in this investigation suggest future work in which the relationship between instability and ARM performance can be elaborated in the hope of developing a method for determining more precisely when ARM is likely to have an advantage in terms of risk over model selection. Further work is also warranted in developing an ARM based method for evaluating factor importance, or more broadly for assessing the consequences of making decisions based on factorial data, including constructing ARM based confidence intervals.

This paper is limited to implementing ARM in the ANOVA setting and understanding its performance there as an alternative to model selection. Thus, comparisons are made to common model selection methods with well known properties to provide a clear benchmark. Comparison of ARM to other model combining techniques is also appropriate. Bayesian Model Averaging (BMA) and other model combining techniques could be extended to this setting. Kass and Raftery (1995) have reported an acceptable large sample approximation for Bayes factors based on BIC. Using this approximation to calculate BMA weights has the advantage of being less computationally intensive than one involving exact evaluation of the posterior probabilities of candidate models. AIC can be used instead of BIC to yield yet another weighting scheme described by Buckland et al. (1997). Chen and Giannakouros (2006) have considered such approaches in subsequent work in other settings and have started preliminary explorations in the ANOVA setting.

We have written a series of R functions to implement ARM for ANOVA models. The software can be obtained at on the World Wide Web.

Appendix: Theory and Proof

Consider the setup in sections 2 and 4.
For a vector \( \mathbf{a} = (a_1, \ldots, a_w) \), let \( \| \mathbf{a} \|_\infty = \max_{1 \leq i \leq w} |a_i| \). Let \( \hat{\mu}^{(k)} \) be the estimate of \( \mu \) and \( \hat{\sigma}^2_k \) be the estimate of \( \sigma^2 \) from model \( k \) based on the first part of the data.

**Condition 1:** There exists a constant \( \tau > 0 \) such that for all \( k \geq 1 \), with probability one, we have

\[
\sup_{k \geq 1} \| \hat{\mu}^{(k)} - \mu \|_\infty \leq \sqrt{\tau} \sigma
\]

**Condition 2:** There exist constants \( 0 < \xi_1 \leq \xi_2 < \infty \) such that

\[
\xi_1 \leq \frac{\hat{\sigma}^2_k}{\sigma^2} \leq \xi_2
\]

with probability one for all \( 1 \leq k \leq K \).

The above conditions are satisfied if all the cell means and the error variance are upper and lower bounded (away from 0 for the variance case) by known constants and the estimators are accordingly restricted to that range. Note that the constants \( \tau, \xi_1 \) and \( \xi_2 \) are not used in the combining algorithm.

As in Yang (2001), for the theoretical result, we study a slightly different estimator from that given in Section 4. Recall that the data are randomly split into two parts with \( J_1 \) and \( J_2 \) observations in each cell, with the first part of the data \( Z^{(1)} \) containing \( n_1 = J_1N \) observations and the second part of the data \( Z^{(2)} \) containing \( n_2 = J_2N \) observations in total. Let \( n = n_1 + n_2 \).

Stack \( Z^{(2)} \) into one vector \( \mathbf{Y} = (y_{n_1+1}, y_{n_1+2}, \ldots, y_n) \) in the following order: 1) The observations in the same cell are stacked together. 2) For the cell order, we let the last factor change fastest, and let the first factor change slowest. Denote the mean of the cell where \( y_i \) belongs to by \( m_i \). Note that if \( y_i \) and \( y_j \) are in the same cell, we have \( m_i = m_j \). Let \( \hat{m}_i^{(k)} \) be the estimate for \( m_i \) from model \( k \) based on \( Z^{(1)} \).

For \( i = n_1 + 1 \), let \( W_{k,i} = 1/K \) and for \( n_1 + 2 \leq i \leq n \), let

\[
W_{k,i} = \frac{(\hat{\sigma}_k)^{-n_1-1}}{\sum_{t=1}^K (\hat{\sigma}_t)^{-n_1-1}} \exp \left( -\frac{1}{2\hat{\sigma}_k^2} \sum_{l=n_1+1}^{i-1} (y_l - \hat{m}_l^{(k)})^2 \right) \]

\[
\times \frac{1}{\sum_{l=n_1+1}^{i-1} (y_l - \hat{m}_l^{(t)})^2}.
\]
Let
\[ \tilde{m}_i = \sum_{k=1}^{K} W_{k,i} \tilde{m}_i^{(k)}. \] (1)

Note that according to which cell \( m_i \) belongs to, \( \{ \tilde{m}_i \} \) can be written as \( \{ \tilde{m}_{r,j} \} \) where \( r = 1, \ldots, N \) denotes the cells and \( j = 1, \ldots, J_2 \) denotes the replicates. Define
\[ \tilde{\mu}_r = \frac{1}{J_2} \sum_{j=1}^{J_2} \tilde{m}_{r,j}. \]

For two vectors \( \mathbf{a} = (a_1, \ldots, a_p) \), let \( \| \mathbf{a} \|^2 = \frac{1}{p} \sum_{i=1}^{p} a_i^2 \).

**Theorem 1:** Assume that the errors are Gaussian and that Conditions 1 and 2 are satisfied. Then the average mean squared error of the combined estimator satisfies
\[ E \| \tilde{\mu} - \mu \|^2 \leq (1 + \xi_2 + 9 \tau/2) \inf_{k \geq 1} \left( \frac{2 \sigma^2 \log K}{n_2} + \frac{1}{\xi_1} E \| \hat{\mu}^{(k)} - \mu \|^2 + \frac{C(\xi_1, \xi_2)}{\sigma^2} E (\hat{\sigma}_k^2 - \sigma^2)^2 \right), \]

where \( C(\xi_1, \xi_2) = \frac{1/\xi_2 - 1 + \log \xi_2}{\xi_2 (1/\xi_2 - 1)^2} \).

This theorem indicates the risk for the combined estimator stays close to \( \inf_k E \| \hat{\mu}^{(k)} - \mu \|^2 \), the minimum risk for estimating \( \mu \) among the competing estimators. Of course, the minimum risk is not directly achievable because we do not know which model is true. From the above theorem, up to a constant factor and an additive penalty \( (\log K)/n \), the combined procedure achieves this best performance plus the risk of variance estimation. We emphasize that the risk bound in the theorem holds for each sample size. This is in sharp contrast to an asymptotic expression on the risk, which can be misleading when there is much uncertainty in model selection because the asymptotic behavior is typically unreliable for such a situation. Note that when \( \xi_1 \) and \( \xi_2 \) are around 1 and when \( \tau \) is not large, the multiplicative factor is good. Roughly speaking, if when the sample size \( n \) increases, the estimators chosen to be combined are more and more accurate so that \( \tau \to 0 \) and \( \xi_1 \) and \( \xi_2 \) converge to 1, the multiplicative factor approaches 2.

Note that the estimator \( \tilde{\mu} \) in Theorem 1 as defined by (1) is not exactly the same as \( \hat{\mu} \) given in Section 4. The modified estimator here is slightly more complicated and computationally more costly (but with the theoretical bound). As in Yang (2001), the simpler estimator is recommended in practice.
Proof of Theorem 1:

Proof: For simplicity, denote \( \mathbf{m} = \{m_i\} \), \( \mathbf{\hat{m}} = \{\hat{m}_i\} \), \( \mathbf{\tilde{m}} = \{\tilde{m}_i\} \), where \( \tilde{m}_i \) is the combined estimate of the mean of the cell where \( y_i \) belongs to for \( i = n_1 + 1, \ldots, n \). Let

\[
p_{n^2} = \prod_{i=n_1+1}^{n} \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{1}{2\sigma^2} (y_i - m_i)^2 \right)
\]

and

\[
q_{n^2} = \frac{1}{K} \sum_{k=1}^{K} \prod_{i=n_1+1}^{n} \frac{1}{\sqrt{2\pi \hat{\sigma}_k^2}} \exp \left( -\frac{1}{2\hat{\sigma}_k^2} (y_i - \hat{m}_i^{(k)})^2 \right)
= \frac{1}{K} \sum_{k=1}^{K} \frac{1}{(2\pi \hat{\sigma}_k^2)^{n_2/2}} \exp \left( -\frac{1}{2} \sum_{i=n_1+1}^{n} \frac{(y_i - \hat{m}_i^{(k)})^2}{\hat{\sigma}_k^2} \right).
\]

Consider \( \log (p_{n^2}/q_{n^2}) \). For each fixed \( k \geq 1 \), by monotonicity of the log function, we have

\[
\log (p_{n^2}/q_{n^2}) \leq \log \left( \frac{(2\pi \sigma^2)^{-n_2/2}}{\frac{1}{K} (2\pi \hat{\sigma}_k^2)^{-n_2/2}} \exp \left( -\frac{1}{2} \sum_{i=n_1+1}^{n} \frac{(y_i - m_i)^2}{\sigma^2} \right) \right)
= \log K + \frac{1}{2} \sum_{i=n_1+1}^{n} \left( \log \frac{\hat{\sigma}_k^2}{\sigma^2} + \frac{(y_i - \hat{m}_i^{(k)})^2}{\hat{\sigma}_k^2} - \frac{(y_i - m_i)^2}{\sigma^2} \right).
\]

Taking expectation conditioned on the first part of the data, as denoted by \( E_{n_1} \), we have

\[
E_{n_1} \left( \log \frac{\hat{\sigma}_k^2}{\sigma^2} + \frac{(y_i - \hat{m}_i^{(k)})^2}{\hat{\sigma}_k^2} - \frac{(y_i - m_i)^2}{\sigma^2} \right) = \frac{(\hat{m}_i^{(k)} - m_i)^2}{\hat{\sigma}_k^2} + \frac{\sigma^2}{\sigma_k^2} - 1 - \log \frac{\sigma^2}{\sigma_k^2}.
\]

Observe that \( q_{n^2} \) can be rewritten as

\[
\frac{1}{K} \sum_{k=1}^{K} \frac{1}{\sqrt{2\pi \hat{\sigma}_k^2}} \exp \left( -\frac{1}{2\hat{\sigma}_k^2} (y_{n_1+1} - \hat{m}_{n_1+1}^{(k)})^2 \right)
\times \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\sqrt{2\pi \hat{\sigma}_k^2}} \exp \left( -\frac{1}{2\hat{\sigma}_k^2} \left( (y_{n_1+2} - \hat{m}_{n_1+2}^{(k)})^2 + (y_{n_1+1} - \hat{m}_{n_1+1}^{(k)})^2 \right) \right)
\times \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\sqrt{2\pi \hat{\sigma}_k^2}} \exp \left( -\frac{1}{2\hat{\sigma}_k^2} (y_{n_1+1} - \hat{m}_{n_1+2}^{(k)})^2 \right)
\]
Together with (4), we have
\[ y \text{ function in } n \]
Let bounded by \( \xi \)

From the familiar relationship between the Kullback-Leibler divergence and the squared Hellinger distance, we have
\[
\sum_{i=n_1+1}^{n} E \log \left( \frac{p_i}{g_i} \right) \leq \log K + \frac{n_2}{2} E \left( \frac{\| \hat{m}^{(k')} - m \|}{\sigma_{k'}^2} + \frac{\sigma^2}{\sigma_{k'}^2} - 1 - \log \frac{\sigma^2}{\sigma_{k'}^2} \right). \tag{4}
\]

We next lower bound the Hellinger distance. Let \( p \) and \( g \) be two probability densities on the real line with respect to a measure \( \nu \), with means \( m_p \) and \( m_g \), variances \( 0 < \sigma_p^2 < \infty \) and \( 0 < \sigma_g^2 < \infty \) respectively. Then from Lemma 1 of Yang (2004),
\[
\int (\sqrt{p} - \sqrt{g})^2 d\nu \geq \frac{(m_p - m_g)^2}{2 \left( \sigma_p^2 + \sigma_g^2 \right) + (m_p - m_g)^2}.
\]

Under Conditions 1 and 2, it is easy to verify that the variance of \( g_i \) is upper bounded by \( \xi \sigma^2 + 4 \tau \sigma^2 \). Together with that the mean of \( g_i \) (as a density function in \( y_i \)) is \( \hat{m}_i = \sum_{k=1}^{K} W_{k,i} \hat{m}_i^{(k)} \), we have
\[
E_{n_1} \log \left( \frac{p_i}{g_i} \right) \geq \frac{(\hat{m}_i - m_i)^2}{\sigma^2 \left( 2(1 + \xi) + 9\tau \right)}.
\]

Together with (4), we have
\[
\sum_{i=n_1+1}^{n} E \left( \frac{(\hat{m}_i - m_i)^2}{\sigma^2 \left( 2(1 + \xi) + 9\tau \right)} \right) \leq \log K + \frac{n_2}{2} E \left( \frac{\| \hat{m}^{(k')} - m \|}{\sigma_{k'}^2} + \frac{\sigma^2}{\sigma_{k'}^2} - 1 - \log \frac{\sigma^2}{\sigma_{k'}^2} \right). \]
Recall that \( \{\bar{m}_i\}, \{m_i\} \) can be written as \( \{\bar{m}_{r,j}\}, \{m_{r,j}\} \) where \( r = 1, \ldots, N \) and \( j = 1, \ldots, J_2 \). By convexity of the square function, we have

\[
E \left( \left( \frac{1}{J_2} \sum_{j=1}^{J_2} \bar{m}_{r,j} \right) - m_{r,j} \right)^2 \leq \frac{1}{J_2} \sum_{j=1}^{J_2} E (\bar{m}_{r,j} - m_{r,j})^2.
\]

Note that \( \frac{1}{J_2} \sum_{j=1}^{J_2} \bar{m}_{r,j} = \bar{\mu}_r \) and \( \{m_{r,j}\} \) are same for the same \( r \), i.e., \( m_{r,j} = \mu_r \).

Also replace \( \| \hat{m}^{(k)} - m \|^2 \) with \( \| \hat{\mu}^{(k)} - \mu \|^2 \), we have

\[
E \| \hat{\mu} - \mu \|^2 \leq \sigma^2 (2(1 + \xi_2) + 9\tau) \left( \frac{\log K}{n_2} + \frac{1}{2} E \left( \left\| \frac{\hat{\mu}^{(k)} - \mu}{\sigma_k^*} \right\|^2 + \frac{\sigma^2}{\sigma_k^*} - 1 - \log \frac{\sigma^2}{\sigma_k^*} \right) \right).
\]

It is straightforward to verify that if \( x \geq x_0 > 0 \), \( x - 1 - \log x \leq c_{x_0} (x - 1)^2 \) for a constant \( c_{x_0} = \frac{x_0 - 1 - \log x_0}{(x_0 - 1)^2} \). Together with the fact that the above inequality holds for every \( k^* \), under Condition 2, it follows

\[
E \| \hat{\mu} - \mu \|^2 \leq (1 + \xi_2 + 9\tau/2) \inf_{k \geq 1} \left( \frac{2\sigma^2 \log K}{n_2} + \frac{1}{\xi_1} E \| \hat{\mu}^{(k)} - \mu \|^2 + \frac{C(\xi_1, \xi_2)}{\sigma_k^*} E (\sigma_k^* - \sigma_k^2)^2 \right),
\]

where \( C(\xi_1, \xi_2) = \frac{1/\xi_1 - 1/\xi_2 + \log \xi_2}{\xi_1 (1/\xi_1 - 1)^2} \).

This completes the proof of Theorem 1.
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