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Statistics and the Reproducibility Crisis

In May 2016, Nature reported that “more than 70% of researchers have tried and failed
to reproduce another scientist’s experiements, and more than half have failed to reproduce
their own experiments. ... 52% of those surveyed agreed that there is a significant ‘crisis’ of
reproducibility.”

What have you heard about this ‘crisis’? What are some possible reasons for it? In partic-
ular, what might be some statistical reasons?

The National Academy of Sciences recently released a new report on ”Fostering Integrity
in Research,” which “shines a spotlight on how the research enterprise as a whole creates
incentives that can be detrimental to good research” (MPR news).

That is, it’s not just outright fraud! A paper “Scientists behaving badly” surveyed researchers
about these behaviors. What percent would you guess did these things?

• falsifying data
• not disclosing involvement with companies who would benefit
• failing to present data that contradict own research
• changing design, methods, or results, in response to pressure from a funding source
• publishing same data or results in two publications
• withholding details of methodology
• using inadequete or inappropriate research designs
• dropping data based on a gut feeling that they were inaccurate

In the Nature study, “More than 60% said each of two factors – pressure to publish and
selective reporting – always or often contributed.” We’ll talk mostly about selective reporting
today.

Here’s recommendation 8 from the NAS report: “To avoid unproductive duplication of re-
search and to permit effective judgments on the statistical significance of findings, researchers
should routinely disclose all statistical tests carried out, including negative findings. Re-
search sponsors, research institutions, and journals should support and encourage this level
of transparency.”

In the Nature paper, “Nearly 90% ... ticked ‘More robust experimental design,’ ’better
statistics,’ and ’better mentorship’ ” as ways to improve reproducibility.
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Here’s a list of recommendations from an article “False-Positive Psychology.” They say,
“It is rare, and sometimes impractical, for researchers to make all these [analysis] decisions
beforehand. Rather, it is common (and accepted practice) for researchers to explore various
analytic alternatives, to search for a combination that yields ‘statistical significance,’ and to
then report only what ‘worked.’ ” They call these potential choices “researcher degrees of
freedom.”

1. Authors must decide the rule for terminating data collection before data collection
begins and report this rule in the article.

2. Authors must collect at least 20 observations per cell or else provide a compelling
cost-of-data-collection justification.

3. Authors must list all variables collected in a study.
4. Authors must report all experimental conditions, including failed manipulations.
5. If observations are eliminated, authors must also report what the statistical results are

if those observations are included.
6. If an analysis includes a covariate, authors must report the statistical results of the

analysis without the covariate.

Why is your recommendation important? What could happen if you don’t do it?

False-Positive Psychology 1361

pay. The researcher can test whether the manipulation affected 
liking, whether the manipulation affected willingness to pay, 
and whether the manipulation affected a combination of these 
two variables. The likelihood that one of these tests produces 
a significant result is at least somewhat higher than .05. We 
conducted 15,000 simulations of this scenario (and other sce-
narios) to estimate the size of “somewhat.”2

We report the results of our simulations in Table 1. The  
first row shows that flexibility in analyzing two dependent 
variables (correlated at r = .50) nearly doubles the probability 
of obtaining a false-positive finding.3

The second row of Table 1 shows the results of a researcher 
who collects 20 observations per condition and then tests for 
significance. If the result is significant, the researcher stops 
collecting data and reports the result. If the result is nonsignifi-
cant, the researcher collects 10 additional observations per 
condition, and then again tests for significance. This seem-
ingly small degree of freedom increases the false-positive rate 
by approximately 50%.

The third row of Table 1 shows the effect of flexibility in 
controlling for gender or for an interaction between gender 
and the independent variable.4 Such flexibility leads to a false-
positive rate of 11.7%. The fourth row of Table 1 shows that 
running three conditions (e.g., low, medium, high) and report-
ing the results for any two or all three (e.g., low vs. medium, 
low vs. high, medium vs. high, low vs. medium vs. high) gen-
erates a false-positive rate of 12.6%.

The bottom three rows of Table 1 show results for combi-
nations of the situations described in the top four rows, with 
the bottom row reporting the false-positive rate if the 
researcher uses all of these degrees of freedom, a practice 
that would lead to a stunning 61% false-positive rate! A 
researcher is more likely than not to falsely detect a signifi-
cant effect by just using these four common researcher 
degrees of freedom.

As high as these estimates are, they may actually be conser-
vative. We did not consider many other degrees of freedom 
that researchers commonly use, including testing and choos-
ing among more than two dependent variables (and the various 
ways to combine them), testing and choosing among more 
than one covariate (and the various ways to combine them), 
excluding subsets of participants or trials, flexibility in decid-
ing whether early data were part of a pilot study or part of the 
experiment proper, and so on.

A closer look at flexibility in sample size
Researchers often decide when to stop data collection on the 
basis of interim data analysis. Notably, a recent survey of 
behavioral scientists found that approximately 70% admitted 
to having done so (John, Loewenstein, & Prelec, 2011). In 
conversations with colleagues, we have learned that many 
believe this practice exerts no more than a trivial influence on 
false-positive rates.

Table 1. Likelihood of Obtaining a False-Positive Result

Significance level

Researcher degrees of freedom p < .1 p < .05 p < .01

Situation A: two dependent variables (r = .50) 17.8% 9.5% 2.2%
Situation B: addition of 10 more observations 

per cell
14.5% 7.7% 1.6%

Situation C: controlling for gender or interaction 
of gender with treatment

21.6% 11.7% 2.7%

Situation D: dropping (or not dropping) one of 
three conditions

23.2% 12.6% 2.8%

Combine Situations A and B 26.0% 14.4% 3.3%
Combine Situations A, B, and C 50.9% 30.9% 8.4%
Combine Situations A, B, C, and D 81.5% 60.7% 21.5%

Note: The table reports the percentage of 15,000 simulated samples in which at least one of a 
set of analyses was significant. Observations were drawn independently from a normal distribu-
tion. Baseline is a two-condition design with 20 observations per cell. Results for Situation A were 
obtained by conducting three t tests, one on each of two dependent variables and a third on the 
average of these two variables. Results for Situation B were obtained by conducting one t test after 
collecting 20 observations per cell and another after collecting an additional 10 observations per 
cell. Results for Situation C were obtained by conducting a t test, an analysis of covariance with a 
gender main effect, and an analysis of covariance with a gender interaction (each observation was 
assigned a 50% probability of being female). We report a significant effect if the effect of condition 
was significant in any of these analyses or if the Gender × Condition interaction was significant. 
Results for Situation D were obtained by conducting t tests for each of the three possible pairings 
of conditions and an ordinary least squares regression for the linear trend of all three conditions 
(coding: low =  –1, medium = 0, high = 1).
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This example is from that same paper.
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of ambiguous information and remarkably adept at reaching 
justifiable conclusions that mesh with their desires (Babcock 
& Loewenstein, 1997; Dawson, Gilovich, & Regan, 2002; 
Gilovich, 1983; Hastorf & Cantril, 1954; Kunda, 1990; Zuck-
erman, 1979). This literature suggests that when we as 
researchers face ambiguous analytic decisions, we will tend to 
conclude, with convincing self-justification, that the appropri-
ate decisions are those that result in statistical significance 
(p ≤ .05).

Ambiguity is rampant in empirical research. As an exam-
ple, consider a very simple decision faced by researchers ana-
lyzing reaction times: how to treat outliers. In a perusal of 
roughly 30 Psychological Science articles, we discovered con-
siderable inconsistency in, and hence considerable ambiguity 
about, this decision. Most (but not all) researchers excluded 
some responses for being too fast, but what constituted “too 
fast” varied enormously: the fastest 2.5%, or faster than 2 stan-
dard deviations from the mean, or faster than 100 or 150 or 
200 or 300 ms. Similarly, what constituted “too slow” varied 
enormously: the slowest 2.5% or 10%, or 2 or 2.5 or 3 stan-
dard deviations slower than the mean, or 1.5 standard devia-
tions slower from that condition’s mean, or slower than 1,000 
or 1,200 or 1,500 or 2,000 or 3,000 or 5,000 ms. None of these 
decisions is necessarily incorrect, but that fact makes any of 
them justifiable and hence potential fodder for self-serving 
justifications.

How Bad Can It Be? A Demonstration of 
Chronological Rejuvenation
To help illustrate the problem, we conducted two experiments 
designed to demonstrate something false: that certain songs 
can change listeners’ age. Everything reported here actually 
happened.1

Study 1: musical contrast and subjective age
In Study 1, we investigated whether listening to a children’s 
song induces an age contrast, making people feel older. In 
exchange for payment, 30 University of Pennsylvania under-
graduates sat at computer terminals, donned headphones, and 
were randomly assigned to listen to either a control song 
(“Kalimba,” an instrumental song by Mr. Scruff that comes 
free with the Windows 7 operating system) or a children’s 
song (“Hot Potato,” performed by The Wiggles).

After listening to part of the song, participants com-
pleted an ostensibly unrelated survey: They answered the 
question “How old do you feel right now?” by choosing 
among five options (very young, young, neither young nor 
old, old, and very old). They also reported their father’s 
age, allowing us to control for variation in baseline age 
across participants.

An analysis of covariance (ANCOVA) revealed the pre-
dicted effect: People felt older after listening to “Hot Potato” 

(adjusted M = 2.54 years) than after listening to the control 
song (adjusted M = 2.06 years), F(1, 27) = 5.06, p = .033.

In Study 2, we sought to conceptually replicate and extend 
Study 1. Having demonstrated that listening to a children’s 
song makes people feel older, Study 2 investigated whether 
listening to a song about older age makes people actually 
younger.

Study 2: musical contrast and chronological 
rejuvenation
Using the same method as in Study 1, we asked 20 University 
of Pennsylvania undergraduates to listen to either “When I’m 
Sixty-Four” by The Beatles or “Kalimba.” Then, in an ostensi-
bly unrelated task, they indicated their birth date (mm/dd/
yyyy) and their father’s age. We used father’s age to control 
for variation in baseline age across participants.

An ANCOVA revealed the predicted effect: According to 
their birth dates, people were nearly a year-and-a-half younger 
after listening to “When I’m Sixty-Four” (adjusted M = 20.1 
years) rather than to “Kalimba” (adjusted M = 21.5 years), 
F(1, 17) = 4.92, p = .040.

Discussion
These two studies were conducted with real participants, 
employed legitimate statistical analyses, and are reported 
truthfully. Nevertheless, they seem to support hypotheses that 
are unlikely (Study 1) or necessarily false (Study 2).

Before detailing the researcher degrees of freedom we 
employed to achieve these “findings,” we provide a more sys-
tematic analysis of how researcher degrees of freedom influ-
ence statistical significance. Impatient readers can consult 
Table 3.

“How Bad Can It Be?” Simulations
Simulations of common researcher degrees of 
freedom

We used computer simulations of experimental data to esti- 
mate how researcher degrees of freedom influence the proba-
bility of a false-positive result. These simulations assessed 
the impact of four common degrees of freedom: flexibility in 
(a) choosing among dependent variables, (b) choosing sample 
size, (c) using covariates, and (d) reporting subsets of experi-
mental conditions. We also investigated various combinations 
of these degrees of freedom.

We generated random samples with each observation inde-
pendently drawn from a normal distribution, performed sets of 
analyses on each sample, and observed how often at least one 
of the resulting p values in each sample was below standard 
significance levels. For example, imagine a researcher who 
collects two dependent variables, say liking and willingness to 
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Spoiler alert: The researcher chose their analysis to get this result.
How do you think they did it? What did they not report?



STAT8801, April 17, 2017
1364  Simmons et al. 

The Solutions in Action: Revisiting 
Chronological Rejuvenation

To show how our solutions would work in practice, we return 
to our Study 2, which “showed” that people get younger when 
listening to The Beatles, and we report it again in Table 3, fol-
lowing the requirements we have proposed. The merits of 
reporting transparency should be evident, but three highlights 
are worth mentioning.

First, notice that in our original report, we redacted the 
many measures other than father’s age that we collected 
(including the dependent variable from Study 1: feelings of 
oldness). A reviewer would hence have been unable to assess 
the flexibility involved in selecting father’s age as a control. 
Second, by reporting only results that included the covariate, 
we made it impossible for readers to discover its critical role in 
achieving a significant result. Seeing the full list of variables 
now disclosed, reviewers would have an easy time asking for 
robustness checks, such as “Are the results from Study 1 rep-
licated in Study 2?” They are not: People felt older rather than 
younger after listening to “When I’m Sixty-Four,” though not 
significantly so, F(1, 17) = 2.07, p = .168. Finally, notice that 
we did not determine the study’s termination rule in advance; 
instead, we monitored statistical significance approximately 
every 10 observations. Moreover, our sample size did not 
reach the 20-observation threshold set by our requirements.

The redacted version of the study we reported in this  
article fully adheres to currently acceptable reporting stan-
dards and is, not coincidentally, deceptively persuasive. The 
requirement-compliant version reported in Table 3 would 
be—appropriately—all but impossible to publish.

General Discussion
Criticisms
Criticism of our solution comes in two varieties: It does not go 
far enough and it goes too far.

Not far enough. Our solution does not lead to the disclosure 
of all degrees of freedom. Most notably, it cannot reveal those 
arising from reporting only experiments that “work” (i.e., the 
file-drawer problem). This problem might be addressed by 
requiring researchers to submit all studies to a public reposi-
tory, whether or not the studies are “successful” (see, e.g., 
Ioannidis, 2005; Schooler, 2011). Although we are sympa-
thetic to this suggestion, it does come with significant practi-
cal challenges: How is submission enforced? How does one 
ensure that study descriptions are understandably written and 
appropriately classified? Most notably, in order for the reposi-
tory to be effective, it must adhere to our disclosure policy, for 
it is impossible to interpret study results, whether successful or 
not, unless researcher degrees of freedom are disclosed. The 
repository is an ambitious long-term extension of our recom-
mended solution, not a substitute.

In addition, a reviewer of this article worried that our solu-
tion may not go far enough because authors have “tremendous 
disincentives” to disclose exploited researcher degrees of free-
dom. Although researchers obviously have incentives to pub-
lish, if editors and reviewers enforce our solution, authors will 
have even stronger incentives to accurately disclose their 
methodology. Our solution turns inconsequential sins of omis-
sion (leaving out inconvenient facts) into consequential, 
potentially career-ending sins of commission (writing demon-
strably false statements). Journals implementing our disclo-
sure requirements will create a virtuous cycle of transparency 
and accountability that eliminates the disincentive problem.

Too far. Alternatively, some readers may be concerned that 
our guidelines prevent researchers from conducting explor-
atory research. What if researchers do not know which depen-
dent measures will be sensitive to the manipulation, for 
example, or how such dependent measures should be scored or 
combined? We all should of course engage in exploratory 
research, but we should be required either to report it as such 
(i.e., following the six requirements) or to complement it with 

Table 3. Study 2: Original Report (in Bolded Text) and the Requirement-Compliant Report (With Addition of Gray Text)

Using the same method as in Study 1, we asked 20 34 University of Pennsylvania undergraduates to 
listen only to either “When I’m Sixty-Four” by The Beatles or “Kalimba” or “Hot Potato” by the Wiggles. 
We conducted our analyses after every session of approximately 10 participants; we did not decide in advance 
when to terminate data collection. Then, in an ostensibly unrelated task, they indicated only their birth 
date (mm/dd/yyyy) and how old they felt, how much they would enjoy eating at a diner, the square root of 100, their 
agreement with “computers are complicated machines,” their father’s age, their mother’s age, whether they would 
take advantage of an early-bird special, their political orientation, which of four Canadian quarterbacks they believed 
won an award, how often they refer to the past as “the good old days,” and their gender. We used father’s age to 
control for variation in baseline age across participants.

An ANCOVA revealed the predicted effect:  According to their birth dates, people were nearly a 
year-and-a-half younger after listening to “When I’m Sixty-Four” (adjusted M = 20.1 years) rather than 
to “Kalimba” (adjusted M = 21.5 years), F(1, 17) = 4.92, p = .040.  Without controlling for father’s age, the age 
difference was smaller and did not reach significance (Ms = 20.3 and 21.2, respectively), F(1, 18) = 1.01, p = .33.

The reported probabibilities from “Scientists Behaving Badly”:
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