For random samples of size $n$ obtained from $p$-variate normal distributions, we consider the classical likelihood ratio tests (LRT) for their means and covariance matrices in the high-dimensional setting. These test statistics have been extensively studied in multivariate analysis, and their limiting distributions under the null hypothesis were proved to be chi-square distributions as $n$ goes to infinity and $p$ remains fixed. In this paper, we consider the high-dimensional case where both $p$ and $n$ go to infinity with $p/n \to y \in (0, 1]$. We prove that the likelihood ratio test statistics under this assumption will converge in distribution to normal distributions with explicit means and variances. We perform the simulation study to show that the likelihood ratio tests using our central limit theorems outperform those using the traditional chi-square approximations for analyzing high-dimensional data.

1. Introduction. Traditional statistical theory, particularly in multivariate analysis, does not contemplate the demands of high dimensionality in data analysis due to technological limitations and/or motivations. Consequently, tests of hypotheses and many other modeling procedures in many classical textbooks of multivariate analysis such as Anderson (1958), Muirhead (1982) and Eaton (1983) are well developed under the assumption that the dimension of the dataset, denoted by $p$, is considered a fixed small constant or at least negligible compared with the sample size $n$. However, this assumption is no longer true for many modern datasets because their dimensions can be proportionally large compared with the sample size. For example, the financial data, the consumer data, the modern manufacturing data and the multimedia data all have this feature. More examples of high-dimensional data can be found in Donoho (2000) and Johnstone (2001).

Recently, Bai et al. (2009) develop corrections to the traditional likelihood ratio test (LRT) to make it suitable for testing a high-dimensional normal distribution $N_p(\mu, \Sigma)$ with $H_0 : \Sigma = I_p$ vs $H_a : \Sigma \neq I_p$. The test statistic is chosen to be $L_n := \text{tr}(S) - \log |S| - p$, where $S$ is the sample covariance matrix from the data. In their
derivation, the dimension $p$ is no longer considered a fixed constant, but rather a variable that goes to infinity along with the sample size $n$, and the ratio between $p = p_n$ and $n$ converges to a constant $y$, that is,

$$\lim_{n \to \infty} \frac{p_n}{n} = y \in (0, 1).$$

(1.1)

Jiang, Jiang and Yang (2012) further extend Bai’s result to cover the case of $y = 1$.

In this paper, we study several other classical likelihood ratio tests for means and covariance matrices of high-dimensional normal distributions. Most of these tests have the asymptotic results for their test statistics derived decades ago under the assumption of a large $n$ but a fixed $p$. Our results supplement these traditional results in providing alternatives to analyze high-dimensional datasets including the critical case $p/n \to 1$. We will briefly introduce these likelihood ratio tests next. In Section 2, for each LRT described below, we first review the existing literature, then give our central limit theorem (CLT) results when the dimension and the sample size are comparable. We also make graphs and tables on the sizes and powers of these CLTs based on our simulation study to show that, as both $p$ and $n$ are large, the traditional chi-square approximation behaves poorly and our CLTs improve the approximation very much.

- In Section 2.1, for the normal distribution $N_p(\mu, \Sigma)$, we study the sphericity test $H_0 : \Sigma = \lambda I_p$ vs $H_a : \Sigma \neq \lambda I_p$ with $\lambda$ unspecified. We derive the central limit theorem for the LRT statistic when $p/n \to y \in (0, 1)$. Its proof is given at Section 5.2.
- In Section 2.2, we derive the CLT for the LRT statistic in testing that several components of a vector with distribution $N_p(\mu, \Sigma)$ are independent. The proof is presented at Section 5.3.
- In Section 2.3, we consider the LRT with $H_0 : N_p(\mu_1, \Sigma_1) = \cdots = N_p(\mu_k, \Sigma_k)$, that is, several normal distributions are identical. We prove a CLT for the LRT statistic with the assumption $p/n_i \to y_i \in (0, 1]$ where $n_i$ is the sample size of a data set from $N_p(\mu_i, \Sigma_i)$ for $i = 1, 2, \ldots, k$. The proof of the theorem is arranged at Section 5.4.
- In Section 2.4, the test of the equality of the covariance matrices from several normal distributions are studied, that is, $H_0 : \Sigma_1 = \cdots = \Sigma_k$. The LRT statistic is evaluated under the assumption $p/n_i \to y_i \in (0, 1]$ for $i = 1, \ldots, k$. This generalizes the work of Bai et al. (2009) and Jiang, Jiang and Yang (2012) from $k = 2$ to any $k \geq 2$. The proof of our result is given at Section 5.5.
- In Section 2.5, we investigate LRT with $H_0 : \mu = 0, \Sigma = I_p$ for the population distribution $N_p(\mu, \Sigma)$. With the dimension $p$ and the sample size $n$ satisfying $p/n \to y \in (0, 1]$, we derive the CLT for the LRT statistic. The corresponding theorem is proved at Section 5.6.
- In Section 2.6, we study the test that the population correlation matrix of a normal distribution is equal to an identity matrix; that is, all of the components of a
normal vector are independent (but not necessarily identically distributed). This is different from the test in Section 2.2 that several components of a normal vector are independent. The proof is presented at Section 5.7.

• In Sections 3 and 4, we show some simulation results, state our method of the proofs and conclude by offering some open problems.

One can see the value of \( y = \lim (p/n) \) or \( y_i = \lim (p/n_i) \) introduced above is restricted to the range that \( y \leq 1 \). In fact, when \( y > 1 \), some matrices involved in the LRT statistics do not have a full rank, and consequently their determinants are equal to zero. As a result, the LRT statistics are not defined, or do not exist.

To our knowledge the central limit theorem of the LRT statistics mentioned above in the context of \( p/n \to y \in (0, 1] \) are new in the literature. Similar research are Bai et al. (2009) and Jiang, Jiang and Yang (2012). The methods of the proofs in the three papers are different: the random matrix theory is used in Bai et al. (2009); the Selberg integral is used in Jiang, Jiang and Yang (2012). Here we obtain the central limit theorems by analyzing the moments of the LRT statistics.

The organization of the rest of the paper is stated as follows. In Section 2, we give the details for each of the six tests described above. A simulation study on the sizes and powers of these tests is presented in Section 3. A discussion is given in Section 4. The theorems appearing in each section are proved in Section 5. An auxiliary result on complex analysis is proved in the Appendix.

2. Main results. In this section we present the central limit theorems of six classical LRT statistics mentioned in the Introduction. The six central limit theorems are stated in the following six subsections.

2.1. Testing covariance matrices of normal distributions proportional to identity matrix. For distribution \( N_p(\mu, \Sigma) \), we consider the spherical test

\[
H_0: \Sigma = \lambda \mathbf{I}_p \quad \text{vs} \quad H_a: \Sigma \neq \lambda \mathbf{I}_p
\]

with \( \lambda \) unspecified. Let \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) be i.i.d. \( \mathbb{R}^p \)-valued random variables with normal distribution \( N_p(\mu, \Sigma) \). Recall

\[
\bar{\mathbf{x}} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_i \quad \text{and} \quad \mathbf{S} = \frac{1}{n} \sum_{i=1}^{n} (\mathbf{x}_i - \bar{\mathbf{x}})(\mathbf{x}_i - \bar{\mathbf{x}})'.
\]

The likelihood ratio test statistic of (2.1) is first derived by Mauchly (1940) as

\[
V_n = |\mathbf{S}| \cdot \left( \frac{\text{tr}(\mathbf{S})}{p} \right)^{-p}.
\]

By Theorem 3.1.2 and Corollary 3.2.19 from Muirhead (1982), under \( H_0 \) in (2.1),

\[
\frac{n}{\lambda} \cdot \mathbf{S} \quad \text{and} \quad \mathbf{Z}'\mathbf{Z} \quad \text{have the same distribution},
\]
where $Z := (z_{ij})_{(n-1) \times p}$ and $z_{ij}$'s are i.i.d. with distribution $N(0, 1)$. This says that, with probability one, $S$ is not of full rank when $p \geq n$, and consequently $|S| = 0$. This indicates that the likelihood ratio test of (2.1) only exists when $p \leq n - 1$. The statistic $V_n$ is commonly known as the ellipticity statistic. Gleser (1966) shows that the likelihood ratio test with the rejection region $\{V_n \leq c_\alpha\}$ (where $c_\alpha$ is chosen so that the test has a significance level of $\alpha$) is unbiased. A classical asymptotic result shows that

$$-(n-1)\rho \log V_n \text{ converges to } \chi^2(f)$$

in distribution as $n \to \infty$ with $p$ fixed, where

$$\rho = 1 - \frac{2p^2 + p + 2}{6(n-1)p} \quad \text{and} \quad f = \frac{1}{2}(p-1)(p+2).$$

This can be seen from, for example, Theorem 8.3.7 from Muirhead (1982), the Slutsky lemma and the fact that $\rho = \rho_n \to 1$ as $n \to \infty$ and $p$ is fixed. The quantity $\rho$ is a correction term to improve the convergence rate.

Now we consider the case when both $n$ and $p$ are large. For clarity of taking limit, let $p = pn$; that is, $p$ depends on $n$.

**Theorem 1.** Let $n > p + 1$ for all $n \geq 3$ and $V_n$ be as in (2.3). Assume $\lim_{n \to \infty} p/n = y \in (0, 1]$. Then, under $H_0$ in (2.1), $(\log V_n - \mu_n)/\sigma_n$ converges in distribution to $N(0, 1)$ as $n \to \infty$, where

$$\mu_n = -p - \left(n - p - \frac{3}{2}\right)\log\left(1 - \frac{p}{n-1}\right)$$

and

$$\sigma_n^2 = -2\left[\frac{p}{n-1} + \log\left(1 - \frac{p}{n-1}\right)\right].$$

As discussed below (2.4), the LRT exists as $n \geq p + 1$; however, we need a slightly stronger condition than $n > p + 1$ because of the definition of $\sigma_n^2$. Though $\lambda$ in (2.1) is unspecified, the limiting distribution in Theorem 1 is pivotal; that is, it does not depend on $\lambda$. This is because $\lambda$ is canceled in the expression of $V_n$ in (2.3): $|\alpha S| = \alpha^p |S|$ and $(\text{tr}(\alpha S))^{-p} = \alpha^{-p} \cdot (\text{tr}(S))^{-p}$ for any $\alpha > 0$.

Simulation is run on the approximation in (2.5) and the CLT in Theorem 1. The summary is given in Figure 1. It is seen from Figure 1 that the approximation in (2.5) becomes poorer as $p$ becomes larger relative to $n$, and at the same time the CLT in Theorem 1 becomes more precise. In fact, the chi-square approximation in (2.5) is far from reasonable when $p$ is large: the $\chi^2$ curve and the histogram, which are supposed to be matched, separate from each other with the increase of the value of $p$. See the caption in Figure 1 for more details.

The sizes and powers of the tests by using (2.5) and by Theorem 1 are estimated from our simulation and summarized in Table 1 at Section 3. A further analysis on this results is presented in the same section.
Fig. 1. Comparison between Theorem 1 and (2.5). We choose \( n = 100 \) with \( p = 5, 30, 60, 90 \). The pictures in the top row show that the \( \chi^2 \) curves stay farther away from the histogram of \(- (n - 1) \rho \log V_n\) as \( p \) grows. The bottom row shows that the \( N(0, 1) \)-curve fits the histogram of \((\log V_n - \mu_n)/\sigma_n\) better as \( p \) becomes larger.

Finally, when \( p \geq n \), we know the LRT does not exist as mentioned above. There are some recent works on choosing other statistics to study the spherical test of (2.1); see, for example, Ledoit and Wolf (2002) and Chen, Zhang and Zhong (2010).

2.2. Testing independence of components of normal distributions. Let \( k \geq 2 \), \( p_1, \ldots, p_k \) be positive integers. Denote \( p = p_1 + \cdots + p_k \) and

\[
\Sigma = (\Sigma_{ij})_{p \times p}
\]

as a positive definite matrix, where \( \Sigma_{ij} \) is a \( p_i \times p_j \) sub-matrix for all \( 1 \leq i, j \leq k \). Let \( N_p(\mu, \Sigma) \) be a \( p \)-dimensional normal distribution. We are testing

\[
H_0 : \Sigma_{ij} = 0 \quad \text{for all } 1 \leq i < j \leq k \quad \text{vs} \quad H_a : H_0 \text{ is not true}.
\]

In other words, \( H_0 \) is equivalent to that \( \xi_1, \ldots, \xi_k \) are independent, where \((\xi_1', \ldots, \xi_k')' \) has the distribution \( N_p(\mu, \Sigma) \) and \( \xi_i \in \mathbb{R}^{p_i} \) for \( 1 \leq i \leq k \). Let \( \mathbf{x}_1, \ldots, \mathbf{x}_N \) be i.i.d. with distribution \( N_p(\mu, \Sigma) \). Set \( n = N - 1 \). Let \( \mathbf{S} \) be the covariance matrix as in (2.2). Now we partition \( \mathbf{A} := n \mathbf{S} \) in the following way:

\[
\mathbf{A} = \begin{pmatrix}
\mathbf{A}_{11} & \mathbf{A}_{12} & \cdots & \mathbf{A}_{1k} \\
\mathbf{A}_{21} & \mathbf{A}_{22} & \cdots & \mathbf{A}_{2k} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{A}_{k1} & \mathbf{A}_{k2} & \cdots & \mathbf{A}_{kk}
\end{pmatrix}.
\]
where $A_{ij}$ is a $p_i \times p_j$ matrix. Wilks (1935) shows that the likelihood ratio statistic for testing (2.8) is given by

$$
\Lambda_n = \frac{|A|^{(n+1)/2}}{\prod_{i=1}^{k} |A_{ii}|^{(n+1)/2}} := (W_n)^{(n+1)/2};
$$

see also Theorem 11.2.1 from Muirhead (1982). Notice that $W_n = 0$ if $p > N = n + 1$, since the matrix $A$ is not of full rank. From (2.9), we know that the LRT of level $\alpha$ for testing $H_0$ in (2.8) is $\{\Lambda_n \leq c_\alpha\} = \{W_n \leq c_\alpha\}$. Set

$$
f = \frac{1}{2} \left( p^2 - \sum_{i=1}^{k} p_i^2 \right) \quad \text{and} \quad \rho = 1 - \frac{2(p^3 - \sum_{i=1}^{k} p_i^3) + 9(p^2 - \sum_{i=1}^{k} p_i^2)}{6(n+1)(p^2 - \sum_{i=1}^{k} p_i^2)}.
$$

When $n$ goes to infinity while all $p_i$’s remain fixed, the traditional chi-square approximation to the distribution of $\Lambda_n$ is referenced from Theorem 11.2.5 in Muirhead (1982),

$$
-2\rho \log \Lambda_n \text{ converges to } \chi^2_f \text{ in distribution as } n \to \infty.
$$

Now we study the case when $p_i$’s are proportional to $n$. For convenience of taking limit, we assume that $p_i$ depends on $n$ for each $1 \leq i \leq k$.

**Theorem 2.** Assume $n > p$ for all $n$ and $p_i/n \to \gamma_i \in (0, 1)$ as $n \to \infty$ for each $1 \leq i \leq k$. Recall $W_n$ as defined in (2.9). Then, under $H_0$ in (2.8), $(\log W_n - \mu_n)/\sigma_n$ converges in distribution to $N(0, 1)$ as $n \to \infty$, where

$$
\mu_n = -r_x^2 \left( p - n + \frac{1}{2} \right) + \sum_{i=1}^{k} r_{n,i}^2 \left( p_i - n + \frac{1}{2} \right) \quad \text{and} \quad \sigma_n^2 = 2r_x^2 - 2 \sum_{i=1}^{k} r_{n,i}^2
$$

and $r_x = (-\log(1 - \frac{p}{x}))^{1/2}$ for $x > p$ and $r_{x,i} = (-\log(1 - \frac{p_i}{x}))^{1/2}$ for $x > p_i$ and $1 \leq i \leq k$.

Though $H_0$ in (2.8) involves with unknown $\Sigma_{ii}$’s, the limiting distribution in Theorem 2 is pivotal. This actually can be quickly seen by transforming $y_i = \Sigma^{-1/2}(x_i - \mu)$ for $1 \leq i \leq N$. Then $y_1, \ldots, y_N$ are i.i.d. with distribution $N_p(0, I_p)$. Put this into (2.9), and the $\Sigma_{ii}$’s are then canceled in the fraction under the null hypothesis. See also the interpretation in terms of group transformations on page 532 from Muirhead (1982).

We simulate the two cases in Figure 2: (i) the classical chi-square approximation (2.10); (ii) the central limit theorem based on Theorem 2. The results show that when $p$ becomes large, the classical approximation in (2.10) is poor; however, $(\log W_n - \mu_n)/\sigma_n$ in Theorem 2 fits the standard normal curve very well.

In Table 2 from Section 3, we compare the sizes and powers of the two tests under the chosen $H_a$ explained in the caption. See the detailed explanations in the same section.
2.3. Testing that multiple normal distributions are identical. Given normal distributions
$N_p(\mu_i, \Sigma_i)$, $i = 1, 2, \ldots, k$, we are testing that they are all identical; that is,

$$H_0: \mu_1 = \cdots = \mu_k, \quad \Sigma_1 = \cdots = \Sigma_k \quad \text{vs} \quad H_a: H_0 \text{ is not true.}$$

Let $\{y_{ij}; 1 \leq i \leq k, 1 \leq j \leq n_i\}$ be independent $p$-dimensional random vectors, and $\{y_{ij}; 1 \leq j \leq n_i\}$ be i.i.d. from $N(\mu_i, \Sigma_i)$ for each $i = 1, 2, \ldots, k$. Set

$$A = \sum_{i=1}^{k} n_i (\bar{y}_i - \bar{y})(\bar{y}_i - \bar{y})', \quad B_i = \sum_{j=1}^{n_i} (y_{ij} - \bar{y}_i)(y_{ij} - \bar{y}_i)'$$

and

$$B = \sum_{i=1}^{k} B_i = \sum_{i=1}^{k} \sum_{j=1}^{n_i} (y_{ij} - \bar{y}_i)(y_{ij} - \bar{y}_i)'$$

where

$$\bar{y}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} y_{ij}, \quad \bar{y} = \frac{1}{n} \sum_{i=1}^{k} n_i \bar{y}_i, \quad n = \sum_{i=1}^{k} n_i.$$ 

The following likelihood ratio test statistic for (2.11) is first derived by Wilks (1932):

$$\Lambda_n = \prod_{i=1}^{k} |B_i|^{n_i/2} / |A + B|^{n/2} \cdot \frac{n^{pn/2}}{\prod_{i=1}^{k} n_i^{pn_i/2}}.$$
See also Theorem 10.8.1 from Muirhead (1982). The likelihood ratio test will reject the null hypothesis if \( \Lambda_n \leq c_\alpha \), where the critical value \( c_\alpha \) is determined so that the significance level of the test is equal to \( \alpha \). Note that when \( p > n_i \), the matrix \( \mathbf{B}_i \) is not of full rank for \( i = 1, \ldots, k \), and consequently their determinants are equal to zero, so is the likelihood ratio statistic \( \Lambda_n \). Therefore, to consider the test of (2.11), one needs \( p \leq \min\{n_i; 1 \leq i \leq k\} \). Perlman (1980) shows that the LRT is unbiased for testing \( H_0 \).

Let \( f = \frac{1}{2} p(k-1)(p+3) \) and \( \rho = 1 - \frac{2p^2 + 9p + 11}{6(k-1)(p+3)n} \left( \sum_{i=1}^{k} \frac{n}{n_i} - 1 \right) \).

When the dimension \( p \) is considered fixed, the following asymptotic distribution of \( \log \Lambda_n \) under the null hypothesis (2.11) is a corollary from Theorem 10.8.4 in Muirhead (1982):

\[
-2\rho \log \Lambda_n \text{ converges to } \chi_f^2
\]

in distribution as \( \min_{1 \leq i \leq k} n_i \to \infty \). When \( p \) grows with the same rate of \( n_i \), we have the following theorem.

**THEOREM 3.** Let \( n_i = n_i(p) > p + 1 \) for all \( p \geq 1 \) and \( \lim_{p \to \infty} p/n_i = y_i \in (0, 1] \) for all \( 1 \leq i \leq k \). Let \( \Lambda_n \) be as in (2.12). Then, under \( H_0 \) in (2.11),

\[
\frac{\log \Lambda_n - \mu_n}{n \sigma_n} \text{ converges in distribution to } N(0, 1)
\]

as \( p \to \infty \), where

\[
\mu_n = \frac{1}{4} \left[ -2kp - \sum_{i=1}^{k} y_i + n\sum_{i=1}^{k} n_i r_i^2 (2p - 2n + 3) - \sum_{i=1}^{k} n_i r_i^2 (2p - 2n_i + 3) \right],
\]

\[
\sigma_n^2 = \frac{1}{2} \left( \sum_{i=1}^{k} \frac{n_i^2}{n} r_i^2 - r_n^2 \right) > 0,
\]

\( n_i' = n_i - 1 \) and \( r_x = \left( -\log(1 - \frac{p}{x}) \right)^{1/2} \) for \( x > p \).

The limiting distribution in Theorem 3 is independent of \( \mu_i \)'s and \( \Sigma_i \)'s. This can be seen by defining \( z_{ij} = \Sigma_i^{-1/2} (y_{ij} - \mu_1) \), we then know \( z_{ij} \)'s are i.i.d. with distribution \( N_p(0, I_p) \) under the null. It can be easily verified that the \( \mu_i \)'s and \( \Sigma_i \)'s are canceled from the numerator and the denominator of \( \Lambda_n \) in (2.12), and hence the right-hand side only depends on \( z_{ij} \)'s.

From the simulation shown in Figure 3, we see that when \( p \) gets larger, the chi-square curve and the histogram are moving farther apart as \( p \) becomes large; however, the normal approximation in Theorem 3 becomes better. The sizes and powers are estimated and summarized in Table 3 at Section 3. See more detailed explanations in the same section.
2.4. Testing equality of several covariance matrices. Let $k \geq 2$ be an integer. For $1 \leq i \leq k$, let $x_{i1}, \ldots, x_{ini}$ be i.i.d. $N_p(\mu_i, \Sigma_i)$-distributed random vectors. We are considering

\[ H_0: \Sigma_1 = \cdots = \Sigma_k \quad \text{vs} \quad H_a: H_0 \text{ is not true.} \]

\[ (2.15) \]

Denote

\[
\bar{x}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} x_{ij} \quad \text{and} \quad A_i = \sum_{j=1}^{n_i} (x_{ij} - \bar{x}_i)(x_{ij} - \bar{x}_i)', \quad 1 \leq i \leq k
\]

and

\[
A = A_1 + \cdots + A_k \quad \text{and} \quad n = n_1 + \cdots + n_k.
\]

Wilks (1932) gives the likelihood ratio test of (2.15) with a test statistic

\[ (2.16) \]

\[
\Lambda_n = \frac{\prod_{i=1}^{k} (\det A_i)^{n_i/2}}{(\det A)^{n/2}} \cdot \frac{n^{np/2}}{\prod_{i=1}^{k} n_i^{n_i p/2}}
\]

and the test rejects the null hypothesis $H_0$ at $\Lambda_n \leq c_\alpha$, where the critical value $c_\alpha$ is determined so that the test has the significance level of $\alpha$. Note that $A_i$ does not have a full rank when $p > n_i$ for any $i = 1, \ldots, k$, and hence their determinants are equal to zero. So the test statistic $\Lambda_n$ is not defined. Therefore, we assume $p \leq n_i$ for all $i = 1, \ldots, k$ when we study the likelihood ratio test of (2.15). The drawback of the likelihood ratio test is on its bias; see Section 8.2.2 of Muirhead (1982).
Bartlett (1937) suggests using a modified likelihood ratio test statistic $\Lambda_n^*$ by substituting every sample size $n_i$ with its degree of freedom $n_i - 1$ and substituting the total sample size $n$ with $n - k$,

$$\Lambda_n^* = \prod_{i=1}^{k} \left( \frac{\det A}{\det A} \right)^{(n_i - 1)/2} \cdot \frac{(n - k)(n - k)p/2}{\prod_{i=1}^{k} (n_i - 1)(n_i - 1)p/2}. \tag{2.17}$$

The unbiased property of this modified likelihood ratio test is proved by Sugiura and Nagao (1968) for $k = 2$ and by Perlman (1980) for a general $k$. Let

$$f = \frac{1}{2} p(p + 1)(k - 1) \text{ and}$$

$$\rho = 1 - \frac{2p^2 + 3p - 1}{6(p + 1)(k - 1)(n - k)} \left( \sum_{i=1}^{k} n_i - 1 \right). \tag{2.18}$$

Box (1949) shows that when $p$ remains fixed, under the null hypothesis (2.15), $-2\rho \log \Lambda_n^*$ converges to $\chi^2_f$ in distribution as $\min_{1 \leq i \leq k} n_i \to \infty$; see also Theorem 8.2.7 from Muirhead (1982). Now, suppose $p$ changes with the sample sizes $n_i$’s. We have the following CLT.

**THEOREM 4.** Assume $n_i = n_i(p)$ for all $1 \leq i \leq k$ such that $\min_{1 \leq i \leq k} n_i > p + 1$ and $\lim_{p \to \infty} p/n_i = y_i \in (0, 1]$. Let $\Lambda_n^*$ be as in (2.17). Then, under $H_0$ in (2.15), $(\log \Lambda_n^* - \mu_n)/(n - k)\sigma_n$ converges in distribution to $N(0, 1)$ as $p \to \infty$, where

$$\mu_n = \frac{1}{4} \left[ (n - k)(2n - 2p - 2k - 1) \log \left( 1 - \frac{p}{n - k} \right) \right.$$

$$- \sum_{i=1}^{k} (n_i - 1)(2n_i - 2p - 3) \log \left( 1 - \frac{p}{n_i - 1} \right)],$$

$$\sigma_n^2 = \frac{1}{2} \left[ \log \left( 1 - \frac{p}{n - k} \right) - \sum_{i=1}^{k} \left( \frac{n_i - 1}{n - k} \right)^2 \log \left( 1 - \frac{p}{n_i - 1} \right) \right] > 0.$$

The limiting distribution in Theorem 4 is independent of $\mu_i$’s and $\Sigma_i$’s. This is obvious: let $y_{ij} = \Sigma_i^{-1/2}(x_{ij} - \mu_i)$, then $y_{ij}$’s are i.i.d. with distribution $N_p(0, I_p)$ under the null. From the cancellation of $\Sigma_i$’s in $\Lambda_n^*$ from (2.17), we see that the distribution of $\Lambda_n^*$ is free of $\mu_i$’s, and $\Sigma_i$’s under $H_0$.

Bai et al. (2009) and Jiang, Jiang and Yang (2012) study Theorem 4 for the case $k = 2$. Theorem 4 generalizes their results for any $k \geq 2$. Further, the first four authors impose the condition $\max\{y_1, y_2\} < 1$ which excludes the critical case $\max\{y_1, y_2\} = 1$. There is no such a restriction in Theorem 4.
We chose \( n_1 = n_2 = n_3 = 100 \) with \( p = 5, 30, 60, 90 \). The pictures in the top row show that the \( \chi^2 \) curves go away quickly from the histogram of \(-2p \log \Lambda_n^*\) as \( p \) grows. The pictures in the second row show that the \( N(0, 1) \)-curve fits the histogram of \((\log \Lambda_n^* - \mu_n)/\sqrt{(n-k)\sigma_n}\) better as \( p \) becomes larger.

Figure 4 presents our simulation with \( k = 3 \). It is interesting to see that the chi-square curve and the histogram almost separate from each other when \( p \) is large, and at the same time the normal approximation in Theorem 4 becomes very good. In Table 4 from Section 3, we estimate the sizes and powers of the two tests. The analysis is presented in the same section.

2.5. Testing specified values for mean vector and covariance matrix. Let \( x_1, \ldots, x_n \) be i.i.d. \( \mathbb{R}^p \)-valued random vectors from a normal distribution \( N_p(\mu, \Sigma) \), where \( \mu \in \mathbb{R}^p \) is the mean vector and \( \Sigma \) is the \( p \times p \) covariance matrix. Consider the following hypothesis test:

\[
H_0 : \mu = \mu_0 \quad \text{and} \quad \Sigma = \Sigma_0 \quad \text{vs} \quad H_a : H_0 \text{ is not true},
\]

where \( \mu_0 \) is a specified vector in \( \mathbb{R}^p \), and \( \Sigma_0 \) is a specified \( p \times p \) nonsingular matrix. By applying the transformation \( \tilde{x}_i = \Sigma^{-1/2}(x_i - \mu_0) \), this hypothesis test is equivalent to the test of

\[
H_0 : \mu = 0 \quad \text{and} \quad \Sigma = I_p \quad \text{vs} \quad H_a : H_0 \text{ is not true}.
\]

(2.19)

Recall the notation

\[
\tilde{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \quad \text{and} \quad A = \sum_{i=1}^{n} (x_i - \tilde{x})(x_i - \tilde{x})'.
\]

(2.20)
The likelihood ratio test of size $\alpha$ of (2.19) rejects $H_0$ if $\Lambda_n \leq c_\alpha$, where

$$\Lambda_n = \left(\frac{e}{n}\right)^{np/2} \frac{|A|^{n/2} e^{-\text{tr}(A)/2} e^{-n\bar{x}'\bar{x}/2}}{\sqrt{n}}.$$ 

See, for example, Theorem 8.5.1 from Muirhead (1982). Note that the matrix $A$ does not have a full rank when $p \geq n$ as discussed below (2.4); therefore its determinant is equal to zero. This indicates that the likelihood ratio test of (2.19) only exists when $p < n$. Sugiura and Nagao (1968) and Das Gupta (1969) show that this test with a rejection region $\{\Lambda_n \leq c_\alpha\}$ is unbiased, where the critical value $c_\alpha$ is chosen so that the test has the significance level of $\alpha$.

Theorem 8.5.5 from Muirhead (1982) implies that when the null hypothesis $H_0: \mu = 0$, $\Sigma = \mathbf{I}_p$ is true, the statistic

$$-2\rho \log \Lambda_n$$

(2.22)

converges to $\chi^2_f$ as $n \to \infty$ with $p$ being fixed, where

$$\rho = 1 - \frac{2p^2 + 9p + 11}{6n(p + 3)} \quad \text{and} \quad f = \frac{1}{2}p(p + 3).$$

Obviously, $\rho = \rho_n \to 1$ in this case. Davis (1971) improves the above result with a second order approximation. Nagarsenker and Pillai (1973) study the exact null distribution of $-2 \log \Lambda_n$ by using its moments. Now we state our CLT result when $p$ grows with $n$.

**Theorem 5.** Assume that $p := p_n$ such that $n > 1 + p$ for all $n \geq 3$ and $\lim_{n \to \infty} p/n = y \in (0, 1]$. Let $\Lambda_n$ be defined as in (2.21). Then under $H_0: \mu = 0$ and $\Sigma = \mathbf{I}_p$, $(\log \Lambda_n - \mu_n)/(n\sigma_n)$ converges in distribution to $N(0, 1)$ as $n \to \infty$, where

$$\mu_n = -\frac{1}{4} \left[ n(2n - 2p - 3) \log \left( 1 - \frac{p}{n - 1} \right) + 2(n + 1)p \right] \quad \text{and}$$

$$\sigma^2_n = -\frac{1}{2} \left( \frac{p}{n - 1} + \log \left( 1 - \frac{p}{n - 1} \right) \right) > 0.$$ 

The simulations shown in Figure 5 confirm that it is good to use Theorem 5 when $p$ is large and proportional to $n$ rather than the traditional chi-square approximation in (2.22). In Table 5 from Section 3, we study the sizes and powers for the two tests based on the $\chi^2$ approximation and our CLT. The understanding of the table is elaborated in the same section.

2.6. Testing complete independence. In this section, we study the likelihood ratio test of the complete independence of the coordinates of a high-dimensional
normal random vector. Precisely, let \( R = (r_{ij})_{p \times p} \) be the correlation matrix generated from \( N_p(\mu, \Sigma) \) and \( x = (x_1, \ldots, x_p)' \sim N_p(\mu, \Sigma) \). The test is

\[ (2.23) \quad H_0 : R = I \quad \text{vs} \quad H_a : R \neq I. \]

The null hypothesis \( H_0 \) is equivalent to that \( x_1, \ldots, x_p \) are independent, or \( \Sigma \) is diagonal. To study the LRT, we need to understand the determinant of a sample correlation matrix generated by normal random vectors. In fact we will have a conclusion on the class of spherical distributions, which is more general than that of the normal distributions. Let us first review two terminologies.

Let \( x = (x_1, \ldots, x_n)' \in \mathbb{R}^n \) and \( y = (y_1, \ldots, y_p)' \in \mathbb{R}^p \). Recall the Pearson correlation coefficient \( r \) defined by

\[ (2.24) \quad r = r_{x,y} = \frac{\sum_{i=1}^n (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^n (x_i - \bar{x})^2 \cdot \sum_{i=1}^n (y_i - \bar{y})^2}}, \]

where \( \bar{x} = \frac{1}{n} \sum_{i=1}^n x_i \) and \( \bar{y} = \frac{1}{n} \sum_{i=1}^n y_i \).

We say a random vector \( x \in \mathbb{R}^n \) has a spherical distribution if \( Ox \) and \( x \) have the same probability distribution for all \( n \times n \) orthogonal matrices \( O \). Examples include the multivariate normal distribution \( N_n(0, \sigma^2 I_n) \), the “\( \varepsilon \)-contaminated” normal distribution \((1 - \varepsilon)N_n(0, I_n) + \varepsilon N_n(0, \sigma^2 I_n)\) with \( \sigma > 0 \) and \( \varepsilon \in [0, 1] \) and the multivariate t distributions. See page 33 from Muirhead (1982) for more discussions.

Let \( X = (x_{ij})_{n \times p} = (x_1, \ldots, x_n)' = (y_1, \ldots, y_p)' \) be an \( n \times p \) matrix such that \( y_1, \ldots, y_p \) are independent random vectors with \( n \)-variate spherical distributions.
and \( P(y_i = 0) = 0 \) for all \( 1 \leq i \leq p \) (these distributions may be different). Let \( r_{ij} = r_{y_i y_j} \), that is, the Pearson correlation coefficient between \( y_i \) and \( y_j \) for \( 1 \leq i \leq j \leq n \). Then
\[
(2.25) \quad R_n := (r_{ij})_{p \times p}
\]
is the sample correlation matrix. It is known that \( R_n \) can be written as \( R_n = U'U \) where \( U \) is an \( n \times p \) matrix; see, for example, Jiang (2004a). Thus, \( R_n \) does not have a full rank and hence \( |R_n| = 0 \) if \( p > n \). According to Theorem 5.1.3 from Muirhead (1982), the density function of \( R_n \) is given by
\[
(2.26) \quad \text{Constant} \cdot |R_n|^{(n-p-2)/2} dR_n.
\]
In the aspect of random matrix theory, the limiting behavior of the largest eigenvalues of \( R_n \) and the empirical distributions of the eigenvalues of \( R_n \) are investigated by Jiang (2004a). For considering the construction of compressed sensing matrices, the statistical testing problems, the covariance structures of normal distributions, high-dimensional regression in statistics and a wide range of applications including signal processing, medical imaging and seismology, the largest off-diagonal entries of \( R_n \) are studied by Jiang (2004b), Li and Rosalsky (2006), Zhou (2007), Liu, Lin and Shao (2008), Li, Liu and Rosalsky (2010), Li, Qi and Rosalsky (2012) and Cai and Jiang (2011, 2012).

Let us now focus on the LRT of (2.23). According to page 40 from Morrison (2004), the likelihood ratio test will reject the null hypothesis of (2.23) if
\[
(2.27) \quad |R_n|^{n/2} \leq c_\alpha,
\]
where \( c_\alpha \) is determined so that the test has significant level of \( \alpha \). It is also known [see, e.g., Bartlett (1954) or page 40 from Morrison (2004)] that when the dimension \( p \) remains fixed and the sample size \( n \to \infty \),
\[
(2.28) \quad -\left(n - 1 - \frac{2p + 5}{6}\right) \log |R_n| \xrightarrow{d} \chi^2_{p(p-1)/2}.
\]
This asymptotic result has been used for testing the complete independence of all the coordinates of a normal random vector in the traditional multivariate analysis when \( p \) is small relative to \( n \).

Now we study the LRT statistic when \( p \) and \( n \) are large and at the same scale. First, we give a general CLT result on spherical distributions.

**Theorem 6.** Let \( p = p_n \) satisfy \( n \geq p + 5 \) and \( \lim_{n \to \infty} p/n = y \in (0, 1] \). Let \( X = (y_1, \ldots, y_p) \) be an \( n \times p \) matrix such that \( y_1, \ldots, y_p \) are independent random vectors with \( n \)-variate spherical distribution and \( P(y_i = 0) = 0 \) for all \( 1 \leq i \leq p \) (these distributions may be different). Recall \( R_n \) in (2.25). Then \( (\log |R_n| - \mu_n)/\sigma_n \) converges in distribution to \( N(0, 1) \) as \( n \to \infty \), where
\[
\mu_n = \left(p - n + \frac{3}{2}\right) \log \left(1 - \frac{p}{n-1}\right) - \frac{n-2}{n-1} p,
\]
\[
\sigma_n^2 = -2 \left[ \frac{p}{n-1} + \log \left(1 - \frac{p}{n-1}\right) \right].
\]
In the definition of $\sigma^2_n$ above, we need the condition $n \geq p + 2$. However, the assumption “$n \geq p + 5$” still looks a bit stronger than “$n \geq p + 2$.” In fact, we use the stronger one as a technical condition in the proof of Lemma 5.10 which involves the complex analysis.

Notice that when the random vectors $x_1, \ldots, x_n$ are i.i.d. from a $p$-variate normal distribution $N_p(\mu, \Sigma)$ with complete independence (i.e., $\Sigma$ is a diagonal matrix or the correlation matrix $R = I_p$). Write $X = (x_{ij})_{n \times p} = (x_1, \ldots, x_n)' = (y_1, \ldots, y_p)$. Then, $y_1, \ldots, y_p$ are independent random vectors from $n$-variate normal distributions (these normal distributions may differ by their covariance matrices). It is also obvious that in this case $P(y_i = 0)$ for all $1 \leq i \leq p$. Therefore, we have the following corollary.

**Corollary 1.** Assume that $p := p_n$ satisfy that $n \geq p + 5$ and $\lim_{n \to \infty} p/n = y \in (0, 1)$. Let $x_1, \ldots, x_n$ be i.i.d. from $N_p(\mu, \Sigma)$ with the Pearson sample correlation matrix $R_n$ as defined in (2.25). Then, under $H_0$ in (2.23), $(\log |R_n| - \mu_n)/\sigma_n$ converges in distribution to $N(0, 1)$ as $n \to \infty$, where

$$\mu_n = \left(p - n + \frac{3}{2}\right) \log \left(1 - \frac{p}{n - 1}\right) - \frac{n - 2}{n - 1} p,$$

$$\sigma^2_n = -2 \left[ \frac{p}{n - 1} + \log \left(1 - \frac{p}{n - 1}\right) \right] > 0.$$

According to Corollary 1, the set $\{(\log |R_n| - \mu_n)/\sigma_n \leq -z_\alpha\}$ is the rejection region with an asymptotic $1 - \alpha$ confidence level for the LRT of (2.23), where the critical value $z_\alpha > 0$ satisfies that $P(N(0, 1) > z_\alpha) = \alpha$ for all $\alpha \in (0, 1)$. Figure 6 shows that the chi-square approximation in (2.28) is good when $p$ is small, but behaves poorly as $p$ is large. At the same time, the normal approximation in Corollary 1 becomes better.

We simulate the sizes and powers of the two tests according to the chi-square approximation in (2.28) and the CLT in Corollary 1 in Table 6 at Section 3. See more analysis in the same section.

As mention earlier, when $p > n$, the LRT statistic $\log |R_n|$ is not defined. So one has to choose other statistics rather than $\log |R_n|$ to study (2.23). See, for example, Schott (2005) and Cai and Ma (2013) for recent progress.

### 3. Simulation study: Sizes and powers.

In this part, for each of the six LRTs discussed earlier, we run simulation with 10,000 iterations to estimate the sizes and the powers of the LRTs using the CLT approximation and the classical $\chi^2$ approximation. An analysis for each table is given. In the following discussion, the notation $J_p$ stands for the $p \times p$ matrix whose entries are all equal to 1, and $[x]$ stands for the integer part of $x > 0$.

**1) Table 1.** This table corresponds to the sphericity test that, for $N_p(\mu, \Sigma)$, $H_0: \Sigma = \lambda I_p$ vs $H_a: \Sigma \neq \lambda I_p$ with $\lambda$ unspecified. It is studied in Section 2.1. As
FIG. 6. Comparison between Corollary 1 and (2.28). We choose \( n = 100 \) with \( p = 5, 30, 60, 90 \). The pictures in the first row show that, as \( p \) becomes large, the \( \chi^2 \)-curve fits the histogram of 

\[-(n - 1 - \frac{2p+5}{6}) \log |R_n| \]

poorly. Those in the second row indicate that the \( N(0, 1) \)-curve fits the histogram of 

\[(\log |R_n| - \mu_n)/\sigma_n \]

very well as \( p \) becomes large.

expected, the \( \chi^2 \) approximation is good when \( p \) is small relative to \( n \), but not when \( p \) is large. For example, at \( n = 100 \) and \( p = 60 \), the size (type I error or alpha error) for our normal approximation is 0.0511 and power is 0.7914, but the size for \( \chi^2 \) approximation is 0.3184, which is too large to be used in practice. It is very interesting to see that our normal approximation is also as good as the \( \chi^2 \) approximation even when \( p \) is small. Moreover, for \( n = 100 \) and \( p = 90 \) where the ratio \( y = 0.9 \) is close to 1, the type I error in the CLT case is close to 5%, and the power is still decent at 0.5406. Further, the power for the case of CLT drops as
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<table>
<thead>
<tr>
<th>Size under ( H_0 )</th>
<th>Power under ( H_a )</th>
</tr>
</thead>
</table>
| \hline
| \hline
| \hline

| \begin{align*}
\text{CLT} & \quad \chi^2 \text{ approx.} & \text{CLT} & \quad \chi^2 \text{ approx.} \\
(n = 100, p = 5) & 0.0562 & 0.0491 & 0.7525 & 0.7317 \\
(n = 100, p = 30) & 0.0581 & 0.0686 & 0.8700 & 0.8867 \\
(n = 100, p = 60) & 0.0511 & 0.3184 & 0.7914 & 0.9759 \\
(n = 100, p = 90) & 0.0518 & 1.0000 & 0.5406 & 1.0000 \\
| \hline
| \hline
| \hline

Notes: The sizes (alpha errors) are estimated based on 10,000 simulations from \( N_p(0, I_p) \). The powers are estimated under the alternative hypothesis that \( \Sigma = \text{diag}(1.69, \ldots, 1.69, 1, \ldots, 1) \), where the number of 1.69 on the diagonal is equal to \( [p/2] \).
the ratio $p/n$ increases to 1. This makes sense because the convergence rate of the CLT becomes slow. This can be seen from Theorem 1 that $\sigma_n \to \infty$ as $p/n \to 1$.

(2) **Table 2.** In this table, we compare the sizes and powers of two tests under the chosen $H_a$ explained in the caption. The first one is the classical $\chi^2$-approximation in (2.10) and the second is the CLT in Theorem 2 for the hypothesis that some components of a normal distribution are independent. We observe from the chart that our CLT approximation and the classical $\chi^2$ approximation are comparable for the small values of $p_i$’s. However, when $p_i$’s are large, noticing the last two rows in the table, our test is good whereas the $\chi^2$ approximation is no longer applicable because of the large sizes (type I errors). The power for the CLT drops when the values of $p_i$’s become large. This follows from Theorem 2 that $\sigma_n \to \infty$ as $\sum p_i/n \to 1$, and hence the CLT-approximation does not perform well.

(3) **Table 3.** We create this table for testing that several normal distributions are identical in Section 2.3. It is easily seen that our CLT is good in all cases (except at the case of $p = 5$ where the type I error in our test is 0.0621, slightly higher
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### Table 2

<table>
<thead>
<tr>
<th>Size under $H_0$</th>
<th>Power under $H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLT</td>
</tr>
<tr>
<td>$n = 100, p_1 = 2, p_2 = 2, p_3 = 1$</td>
<td>0.0663</td>
</tr>
<tr>
<td>$n = 100, p_1 = 12, p_2 = 12, p_3 = 6$</td>
<td>0.0552</td>
</tr>
<tr>
<td>$n = 100, p_1 = 24, p_2 = 24, p_3 = 12$</td>
<td>0.0507</td>
</tr>
<tr>
<td>$n = 100, p_1 = 36, p_2 = 36, p_3 = 18$</td>
<td>0.0547</td>
</tr>
</tbody>
</table>

**Notes:** The sizes (alpha errors) are estimated based on 10,000 simulations from $N_p(0, I_p)$. The powers are estimated under the alternative hypothesis that $\Sigma = 0.15J_p + 0.85I_p$.

---

### Table 3

<table>
<thead>
<tr>
<th>Size under $H_0$</th>
<th>Power under $H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLT</td>
</tr>
<tr>
<td>$n_1 = n_2 = n_3 = 100, p = 5$</td>
<td>0.0621</td>
</tr>
<tr>
<td>$n_1 = n_2 = n_3 = 100, p = 30$</td>
<td>0.0588</td>
</tr>
<tr>
<td>$n_1 = n_2 = n_3 = 100, p = 60$</td>
<td>0.0531</td>
</tr>
<tr>
<td>$n_1 = n_2 = n_3 = 100, p = 90$</td>
<td>0.0488</td>
</tr>
</tbody>
</table>

**Notes:** The sizes (alpha errors) are estimated based on 10,000 simulations from three normal distributions of $N_p(0, I_p)$. The powers were estimated under the alternative hypothesis that $\mu_1 = (0, \ldots, 0)^t$, $\Sigma_1 = 0.5J_p + 0.5I_p$; $\mu_2 = (0.1, \ldots, 0.1)^t$, $\Sigma_2 = 0.6J_p + 0.4I_p$; $\mu_3 = (0.1, \ldots, 0.1)^t$, $\Sigma_3 = 0.5J_p + 0.31I_p$. 

Table 4

Size and power of LRT for equality of three covariance matrices in Section 2.4

<table>
<thead>
<tr>
<th></th>
<th>Size under $H_0$</th>
<th>Power under $H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLT</td>
<td>$\chi^2$ approx.</td>
</tr>
<tr>
<td>$n_1=n_2=n_3=100$, $p=5$</td>
<td>0.0805</td>
<td>0.0567</td>
</tr>
<tr>
<td>$n_1=n_2=n_3=100$, $p=30$</td>
<td>0.0516</td>
<td>0.2607</td>
</tr>
<tr>
<td>$n_1=n_2=n_3=100$, $p=60$</td>
<td>0.0525</td>
<td>0.9998</td>
</tr>
<tr>
<td>$n_1=n_2=n_3=100$, $p=90$</td>
<td>0.0535</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Notes: The sizes (alpha errors) are estimated based on 10,000 simulations from $N_p(0, I_p)$. The powers are estimated under the alternative hypothesis that $\Sigma_1 = I_p$, $\Sigma_2 = 1.1I_p$, and $\Sigma_3 = 0.9I_p$.

than 0.0512 in the classical case). But when $p=60$ and $n_1=n_2=n_3=100$, the size in the classical case is 0.4542, too large to be used. It is worthwhile to notice that the power on the CLT becomes smaller as the value of $p$ becomes larger. It is easily understood from Theorem 3 that the standard deviation diverges to infinity when $p/n \to 1$. Equivalently, the convergence rate is poorer when $p$ gets closer to $n$.

(4) Table 4. This table relates to the test of the equality of the covariance matrices from $k$ normal distributions studied in Section 2.4. We take $k=3$ in our simulations. The sizes and powers of the chi-square approximation and the CLT in Theorem 4 are summarized in the table. When $p=5$ and $n_1=n_2=n_3=100$, our CLT approximation gives a reasonable size of the test while the classical $\chi^2$ approximation is a bit better. However, for the same values of $n_i$'s, when $p=30, 60, 90$, the size for the $\chi^2$ approximation is 0.2607, 0.9998 and 1, respectively, which are not recommended to be used in practice. Similar to the previous tests, $\sigma_n \to \infty$ as $p/n \to 1$, where $\sigma_n$ is as in Theorem 4. This implies that the convergence of the CLT is slow in this case. So it is not surprising to see that the power of the test based on the CLT in the table reduces as $p/n \to 1$.

(5) Table 5. We generate this table by considering the LRT with $H_0: \mu = 0, \Sigma = I_p$ for the population distribution $N_p(\mu, \Sigma)$. The CLT is developed in Theorem 5. In this table we study the sizes and powers for the two cases based on the $\chi^2$ approximation and the CLT. At $n=100$, $p=5$ ($p$ is small), the $\chi^2$ test outperforms ours. The two cases are equally good at $n=100$, $p=30$. When the values of $p$ are large at 60 and 90, our CLT is still good, but the $\chi^2$ approximation is no longer useful. At the same time, it is easy to spot from the fourth column of the table that the power for the CLT-test drops as the ratio $p/n$ becomes large. It is obvious from Theorem 5 that the standard deviation $\sigma_n$ goes to infinity as the ratio approaches one. This causes drop in precision when the sample size is not large.

(6) Table 6. This chart is created on the test that all of the components of a normal vector are independent (but not necessarily identically distributed). It is studied in Corollary 1. The sizes and powers of the two tests are estimated from
### Table 5
Size and power of LRT for specified normal distribution in Section 2.5

<table>
<thead>
<tr>
<th>Size under $H_0$</th>
<th>Power under $H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLT</td>
</tr>
<tr>
<td>$n = 100, p = 5$</td>
<td>0.0986</td>
</tr>
<tr>
<td>$n = 100, p = 30$</td>
<td>0.0611</td>
</tr>
<tr>
<td>$n = 100, p = 60$</td>
<td>0.0584</td>
</tr>
<tr>
<td>$n = 100, p = 90$</td>
<td>0.0571</td>
</tr>
</tbody>
</table>

Notes: Sizes (alpha errors) are estimated based on 10,000 simulations from $N_p(\mathbf{0}, \mathbf{I}_p)$. The powers are estimated under the alternative hypothesis that $\mu = (0.1, \ldots, 0.1, 0, \ldots, 0)'$ where the number of 0.1 is equal to $[p/2]$ and $\Sigma = \{\sigma_{ij}\}$ where $\sigma_{ij} = 1$ for $i = j$, $\sigma_{ij} = 0.1$ for $0 < |i - j| \leq 3$, and $\sigma_{ij} = 0$ for $|i - j| > 3$.

Simulation using the chi-square approximation in (2.28) and the CLT in Corollary 1 from Section 3 (the $H_a$ is explained in the caption). At all of the four cases of $n = 100$ with $p = 5, 30, 60$ and 90, the performance of our CLT-test is good, and it is even comparable with the classical $\chi^2$-test at the small value of $p = 5$. When $p = 60$ and 90, the sizes of the $\chi^2$-test are too big, while those of the CLT-test keep around 0.05. For the CLT-test itself, looking at the third and fourth rows of the table, though the performance corresponding to $y = p/n = 0.6$ is better than that corresponding to the high value of $y = p/n = 0.9$ as expected, they are quite close. The only difference is the declining of the power as the rate $p/n$ increases. Again, this is easily seen from Corollary 1 that the standard deviation $\sigma_n$ is divergent as $p$ is close to $n$.

### Table 6
Size and power of LRT for complete independence in Section 2.6

<table>
<thead>
<tr>
<th>Size under $H_0$</th>
<th>Power under $H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLT</td>
</tr>
<tr>
<td>$n = 100, p = 5$</td>
<td>0.0548</td>
</tr>
<tr>
<td>$n = 100, p = 30$</td>
<td>0.0526</td>
</tr>
<tr>
<td>$n = 100, p = 60$</td>
<td>0.0522</td>
</tr>
<tr>
<td>$n = 100, p = 90$</td>
<td>0.0560</td>
</tr>
</tbody>
</table>

Notes: Sizes (alpha errors) are estimated based on 10,000 simulations from $N_p(\mathbf{0}, \mathbf{I}_p)$. The powers are estimated under the alternative hypothesis that the correlation matrix $\mathbf{R} = (r_{ij})$ where $r_{ij} = 1$ for $i = j$, $r_{ij} = 0.1$ for $0 < |i - j| \leq 3$, and $r_{ij} = 0$ for $|i - j| > 3$. 

4. Conclusions and discussions. In this paper, we consider the likelihood ratio tests for the mean vectors and covariance matrices of high-dimensional normal
distributions. Traditionally, these tests were performed by using the chi-square approximation. However, this approximation relies on a theoretical assumption that the sample size \( n \) goes to infinity, while the dimension \( p \) remains fixed. As many modern datasets discussed in the Introduction feature high dimensions, these traditional likelihood ratio tests were shown to be less accurate in analyzing those datasets.

Motivated by the pioneer work of Bai et al. (2009) and Jiang, Jiang and Yang (2012), who prove two central limit theorems of the likelihood ratio test statistics for testing the high-dimensional covariance matrices of normal distributions, we examine in this paper other LRTs that are widely used in the multivariate analysis and prove the central limit theorems for their test statistics. By using the method developed in Jiang, Jiang and Yang (2012), that is, the asymptotic expansion of the multivariate Gamma function with high dimension \( p \), we are able to derive the central limit theorems without relying on concrete random matrix models as demonstrated in Bai et al. (2009). Our method also has an advantage that the central limit theorems for the critical cases \( \lim(p/n) = y = 1 \) or \( \lim(p/n_i) = y_i = 1 \) are all derived, which is not the case in Bai et al. (2009) because of the restriction of their tools from the random matrix theory. In real data analysis, as long as \( n > p + 1 \) or \( n_i > p + 1 \) in Theorems 1–5, or \( n \geq p + 5 \) in Theorem 6, we simply take \( y = p/n \) or \( y_i = p/n_i \) to use the theorems. As Figures 1–6 and Tables 1–6 show, our CLT-approximations are all good even though \( p \) is relatively small.

The proofs in this paper are based on the analysis of the moments of the LRT statistics (five of six such moments are from literature, and the last one is derived by us as in Lemma 5.10). The moment method we use here is different from that of the random matrix theory employed in Bai et al. (2009) and the Selberg integral used in Jiang, Jiang and Yang (2012).

Our research also brings out the following four interesting open problems:

1. All our central limit theorems in this paper are proved under the null hypothesis. As people want to assess the power of the test in many cases, it is also interesting to study the distribution of the test statistic under an alternative hypothesis. In the traditional case where \( p \) is considered to be fixed while \( n \) goes to infinity, the asymptotic distributions of many likelihood ratio statistics under the alternative hypotheses are derived by using the zonal polynomials; see, for example, Section 8.2.6, Section 8.3.4, Section 8.4.5 from Muirhead (1982). It can be conjectured that in the high-dimensional case, there could be some new results regarding the limiting distributions of the test statistics under the alternative hypotheses. However, this is nontrivial and may require more investigation of the high-dimensional zonal polynomials. Some new understanding about the connection between the random matrix theory and the Jack polynomials (the zonal polynomials, the Schur polynomials and the zonal spherical functions are special cases) is given by Jiang and Matsumoto (2011). In a recent work, Bai et al. (2009) study the high-dimensional LRTs through the random matrix theory. So the connection among the random matrix theory, LRTs and the Jack polynomials is obvious.
are almost sure that the understanding by Jiang and Matsumoto (2011) will be useful in exploring the LRT statistics under the alternative hypotheses.

(2) Except Theorem 6 where the condition \( n \geq p + 5 \) is imposed due to a technical constraint, all of the central limit theorems in this paper are proved under the condition \( n > p + 1 \) or \( n_i > p + 1 \). This is because when this is not the case in the five theorems, the likelihood ratio statistics will become undefined in these five cases. This indicates that tests other than the likelihood ratio ones shall be developed for analyzing a dataset with \( p \) greater than \( n \). For recent progress, see, for example, Ledoit and Wolf (2002) and Chen, Zhang and Zhong (2010) for the sphericity test, and Schott (2001, 2007) for testing the equality of multiple covariance matrices and Srivastava (2005) for testing the covariance matrix of a normal distribution. A power study for sphericity test is tried by Onatski, Moreira and Hallin (2013). Despite these enlightening works mentioned above, other hypothesis tests for \( p > n \) or \( p > n_i \) are still an open area with many interesting problems to be solved.

(3) In this paper we consider the cases when \( p \) and \( n \) or \( n_i \) are proportional to each other, that is, \( \lim p/n = y \in (0, 1] \) or \( \lim p/n_i = y_i \in (0, 1] \). In practice, \( p \) may be large, but may not be large enough to be at the same scale of \( n \) or \( n_i \). So it is useful to derive the central limit theorems appearing in this paper under the assumption that \( p \to \infty \) such that \( p/n \to 0 \) or \( p/n_i \to 0 \).

(4) To understand the robustness of the six likelihood tests in this paper, one has to study the limiting behaviors of the LRT statistics without the normality assumptions. This is feasible. For example, in Section 2.2 we test the independence of several components of a normal distribution. The LRT statistic \( W_n \) in (2.9) can be written as the product of some independent random variables, say, \( V_i \)'s with beta distributions; see, for example, Theorem 11.2.4 from Muirhead (1982). Therefore, it is possible that we can derive the CLT of \( W_n \) for general \( V_i \)'s with the same means and variances as those of the beta distributions.

Finally, it is worthwhile to mention that some recent works consider similar problems under the nonparametric setting; see, for example, Cai, Liu and Xia (2013), Cai and Ma (2013), Chen, Zhang and Zhong (2010), Li and Chen (2012), Qiu and Chen (2012) and Xiao and Wu (2013).

5. Proofs. This section is divided into some subsections. In each of them we prove a theorem introduced in the Introduction. We first develop some tools. The following is some standard notation.

For two sequence of numbers \( \{a_n; n \geq 1\} \) and \( \{b_n; n \geq 1\} \), the notation \( a_n = O(b_n) \) as \( n \to \infty \) means that \( \limsup_{n \to \infty} |a_n/b_n| < \infty \). The notation \( a_n = o(b_n) \) as \( n \to \infty \) means that \( \lim_{n \to \infty} a_n/b_n = 0 \). For two functions \( f(x) \) and \( g(x) \), the notation \( f(x) = O(g(x)) \) and \( f(x) = o(g(x)) \) as \( x \to x_0 \in [-\infty, \infty] \) are similarly interpreted.

Throughout the paper \( \Gamma(z) \) is the Gamma function defined on the complex plane \( \mathbb{C} \).
5.1. A preparation.

**Lemma 5.1.** Let \( b := b(x) \) be a real-valued function defined on \((0, \infty)\). Then
\[
\log \frac{\Gamma(x + b)}{\Gamma(x)} = b \log x + \frac{b^2 - b}{2x} + c(x)
\]
as \( x \to +\infty \), where
\[
c(x) = \begin{cases} 
O(x^{-1/2}), & \text{if } b(x) = O(\sqrt{x}); \\
O(x^{-2}), & \text{if } b(x) = O(1).
\end{cases}
\]

Further, for any constants \( d > c \), as \( x \to +\infty \),
\[
\sup_{c \leq t \leq d} \left| \log \frac{\Gamma(x + t)}{\Gamma(x)} - t \log x \right| \to 0.
\]

**Proof.** Recall the Stirling formula [see, e.g., page 368 from Gamelin (2001) or (37) on page 204 from Ahlfors (1979)],
\[
(5.1) \quad \log \Gamma(x) = \left( x - \frac{1}{2} \right) \log x - x + \log \sqrt{2\pi} + \frac{1}{12x} + O\left( \frac{1}{x^3} \right)
\]
as \( x \to +\infty \). We have that
\[
(5.2) \quad \log \frac{\Gamma(x + b)}{\Gamma(x)} = (x + b) \log(x + b) - x \log x - b - \frac{1}{2} (\log(x + b) - \log x)
\]
\[
+ \frac{1}{12} \left( \frac{1}{x + b} - \frac{1}{x} \right) + O\left( \frac{1}{x^3} \right)
\]
as \( x \to +\infty \). First, use the fact that \( \log(1 + t) = t - \frac{t^2}{2} + O(t^3) \) as \( t \to 0 \) to get
\[
(x + b) \log(x + b) - x \log x = (x + b) \left( \log x + \log \left( 1 + \frac{b}{x} \right) \right) - x \log x
\]
\[
= (x + b) \left( \log x + \frac{b}{x} - \frac{b^2}{2x^2} + O\left( \frac{b^3}{x^3} \right) \right) - x \log x
\]
\[
= b \log x + b + \frac{b^2}{2x} + O\left( \frac{b^3}{x^2} \right) - \frac{b^3}{2x^2} + O\left( \frac{b^4}{x^3} \right)
\]
\[
= b \log x + b + \frac{b^2}{2x} + c_1(x)
\]
as \( x \to +\infty \), where
\[
c_1(x) = \begin{cases} 
O(x^{-1/2}), & \text{if } b(x) = O(\sqrt{x}); \\
O(x^{-2}), & \text{if } b(x) = O(1).
\end{cases}
\]
Similarly, as \( x \to +\infty \),

\[
\log(x + b) - \log x = \log\left(1 + \frac{b}{x}\right) = \begin{cases} 
\frac{b}{x} + O(x^{-1}), & \text{if } b(x) = O(\sqrt{x}) \\
\frac{b}{x} + O(x^{-2}), & \text{if } b(x) = O(1)
\end{cases}
\]

and

\[
\frac{1}{x + b} - \frac{1}{x} = \frac{b}{x(x + b)} = \begin{cases} 
O(x^{-3/2}), & \text{if } b(x) = O(\sqrt{x}) \\
O(x^{-2}), & \text{if } b(x) = O(1)
\end{cases}
\]

Substituting these two assertions in (5.2), we have

\[
(5.3) \quad \log \frac{\Gamma(x + b)}{\Gamma(x)} = b \log x + \frac{b^2 - b}{2x} + c(x)
\]

with

\[
c(x) = \begin{cases} 
O(x^{-1/2}), & \text{if } b(x) = O(\sqrt{x}) \\
O(x^{-2}), & \text{if } b(x) = O(1)
\end{cases}
\]

as \( x \to +\infty \).

For the last part, reviewing the whole proof above, we have from (5.3) that

\[
\log \frac{\Gamma(x + t)}{\Gamma(x)} = t \log x + \frac{t^2 - t}{2x} + O(x^{-2})
\]

as \( x \to +\infty \) uniformly for all \( c \leq t \leq d \). This implies the conclusion. \( \square \)

**Lemma 5.2.** Given \( a > 0 \), define

\[
\eta(t) = \sup_{x \geq a} \left| \log \frac{\Gamma(x + t)}{\Gamma(x)} - t \log x \right|
\]

for all \( t > -a \). Then \( \lim_{t \to 0} \eta(t) = 0 \).

**Proof.** Let \( d > c > 0 \) be two constants. Since \( \Gamma(x) > 0 \) is continuous on \((0, \infty)\), then \( g(x) := \log \Gamma(x) \) is uniformly continuous over the compact interval \([c/2, 2d] \). It then follows that

\[
(5.4) \quad \sup_{c \leq x \leq d} \left| \log \frac{\Gamma(x + \varepsilon)}{\Gamma(x)} \right| = \sup_{c \leq x \leq d} |g(x + \varepsilon) - g(x)| \to 0
\]

as \( \varepsilon \to 0 \). On the other hand, by the second part of Lemma 5.1, for any \( \varepsilon > 0 \), there exists \( x_0 > 2a \) such that

\[
\sup_{|t| \leq a} \left| \log \frac{\Gamma(x + t)}{\Gamma(x)} - t \log x \right| < \varepsilon
\]
for all \( x \geq x_0 \). Therefore,
\[
\sup_{x \geq x_0} \sup_{|t| \leq a} \left| \log \frac{\Gamma(x + t)}{\Gamma(x)} - t \log x \right| \leq \epsilon.
\]
Then,
\[
\eta(t) \leq \epsilon + \sup_{a \leq x \leq x_0} \left| \log \frac{\Gamma(x + t)}{\Gamma(x)} - t \log x \right|
\]
\[
\leq \epsilon + \left( |\log a| + |\log x_0| \right) \cdot |t| + \sup_{a \leq x \leq x_0} \left| \log \frac{\Gamma(x + t)}{\Gamma(x)} \right|
\]
for all \( |t| \leq a \). Consequently, we have from (5.4) that \( \limsup_{t \to 0} \eta(t) \leq \epsilon \) for all \( \epsilon > 0 \), which completes the lemma. \( \square \)

**Proposition 5.1** [Proposition 2.1 from Jiang, Jiang and Yang (2012)]. Let \( n > p = p_n \) and \( r_n = (-\log(1 - \frac{p}{n}))^{1/2} \). Assume that \( p/n \to y \in (0, 1) \) and \( t = t_n = O(1/r_n) \) as \( n \to \infty \). Then, as \( n \to \infty \),
\[
\log \prod_{i=n-p}^{n-1} \frac{\Gamma(i/2 - t)}{\Gamma(i/2)} = pt(1 + \log 2 - \log n) + r_n^2(t^2 + (p - n + 1.5)t) + o(1).
\]

**Lemma 5.3.** Let \( n > p = p_n \) and \( r_n = (-\log(1 - \frac{p}{n}))^{1/2} \). Assume \( \frac{p}{n} \to y \in (0, 1) \) and \( t = t_n = O(1/r_n) \) as \( n \to \infty \). Then
\[
\log \left[ \frac{\Gamma((n-p)/2)}{\Gamma(n/2)} \cdot \frac{\Gamma((n-p)/2 + t)}{\Gamma((n-p)/2 + t)} \right] = r_n^2 t + o(1)
\]
as \( n \to \infty \).

**Proof.** We prove the lemma by considering two cases.

**Case (i):** \( y \in (0, 1) \). In this case, \( n - p \to \infty \) and \( \lim_{n \to \infty} r_n = (-\log(1 - y))^{1/2} \in (0, \infty) \), and hence \( \{t_n\} \) is bounded. By Lemma 5.1,
\[
\log \frac{\Gamma(n/2 + t)}{\Gamma(n/2)} = t \log \frac{n}{2} + O\left(\frac{1}{n}\right),
\]
\[
\log \frac{\Gamma((n-p)/2)}{\Gamma((n-p)/2 + t)} = -t \log (n - p)/2 + O\left(\frac{1}{n-p}\right)
\]
as \( n \to \infty \). Add the two assertions up, and we get that the left-hand side of (5.5) is equal to
\[
-t \log \left(1 - \frac{p}{n}\right) + o(1) = r_n^2 t + o(1)
\]
as \( n \to \infty \). So the lemma holds for \( y \in (0, 1) \).
Case (ii): $y = 1$. In this case, $r_n \to +\infty$ and $t_n \to 0$ as $n \to \infty$. Recalling Lemma 5.2, we know that

$$\left| \log \frac{\Gamma((n - p)/2 + t_n)}{\Gamma((n - p)/2)} - t_n \log \frac{n - p}{2} \right| \leq \eta(t_n) \to 0$$

as $n \to \infty$ by taking $a = 1/2$ since $n - p \geq 1$. That is,

$$\log \frac{\Gamma((n - p)/2)}{\Gamma((n - p)/2 + t_n)} = -t_n \log \frac{n - p}{2} + o(1)$$

as $n \to \infty$. By Lemma 5.1 and the fact that $\lim_{n \to \infty} t_n = 0$, 

$$\log \frac{\Gamma(n/2 + t_n)}{\Gamma(n/2)} = t_n \log \frac{n}{2} + o(1)$$

as $n \to \infty$. Adding up the above two terms, then using the same argument as in (5.6), we obtain (5.5). □

Define

$$\Gamma_p(z) := \pi^{p(p-1)/2} \prod_{i=1}^{p} \Gamma\left(z - \frac{1}{2}(i - 1)\right)$$

for complex number $z$ with $\text{Re}(z) > \frac{1}{2}(p - 1)$. See page 62 from Muirhead (1982).

**Lemma 5.4.** Let $\Gamma_p(z)$ be as in (5.8). Let $n > p = p_n$ and $r_n = (-\log(1 - p_n^2))^{1/2}$. Assume $\frac{p}{n} \to y \in (0, 1)$ and $s = s_n = O(1/r_n)$ and $t = t_n = O(1/r_n)$ as $n \to \infty$. Then

$$\log \frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2 + s)} = p(t - s)(\log n - 1 - \log 2) + r_n^2 \left(t^2 - s^2\right) - \left(p - n + \frac{1}{2}\right)(t - s) + o(1)$$

as $n \to \infty$.

**Proof.** First,

$$\Gamma_p\left(\frac{n}{2} + t\right) = \pi^{p(p-1)/2} \prod_{i=1}^{p} \Gamma\left(\frac{n - i}{2} + t + \frac{1}{2}\right)$$

$$= \pi^{p(p-1)/2} \prod_{j=n-p}^{n-1} \Gamma\left(\frac{j}{2} + t + \frac{1}{2}\right).$$

It follows that

$$\frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2)} = \prod_{j=n-p}^{n-1} \frac{\Gamma(j/2 + t + 1/2)}{\Gamma(j/2 + 1/2)} = \prod_{j=n-p+1}^{n} \frac{\Gamma(j/2 + t)}{\Gamma(j/2)}.$$
This implies
\[ \frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2)} = \frac{\Gamma(n/2 + t)}{\Gamma(n/2)} \cdot \frac{\Gamma((n - p)/2)}{\Gamma((n - p)/2 + t)} \cdot \prod_{j=n-p}^{n-1} \frac{\Gamma(j/2 + t)}{\Gamma(j/2)}. \]

Now, replacing “t” in Proposition 5.1 with “−t” we then obtain
\[ \log \prod_{j=n-p}^{n-1} \frac{\Gamma(j/2 + t)}{\Gamma(j/2)} = pt(\log n - 1 - \log 2) + r_n^2(t^2 - (p - n + 1.5)t) + o(1) \]
as \( n \to \infty \). On the other hand, from Lemma 5.3,
\[ \log \left[ \frac{\Gamma(n/2 + t)}{\Gamma(n/2)} \cdot \frac{\Gamma((n - p)/2)}{\Gamma((n - p)/2 + t)} \right] = r_n^2 t + o(1) \]
as \( n \to \infty \). Combining the last three equalities, we have
\[ \log \frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2)} = pt(\log n - 1 - \log 2) + r_n^2 \left( t^2 - \left( p - n + \frac{1}{2} \right)t \right) + o(1) \]
as \( n \to \infty \). Similarly,
\[ \log \frac{\Gamma_p(n/2 + s)}{\Gamma_p(n/2)} = ps(\log n - 1 - \log 2) + r_n^2 \left[ s^2 - \left( p - n + \frac{1}{2} \right)s \right] + o(1) \]
as \( n \to \infty \). Taking the difference of the above two assertions, we obtain the desired conclusion. \( \square \)

5.2. **Proof of Theorem 1.**

**Lemma 5.5** [Corollary 8.3.6 from Muirhead (1982)]. Assume \( n > p \). Let \( V_n \) be as in (2.3). Then, under \( H_0 \) in (2.1), we have
\[ E(V_n^h) = p^h \frac{\Gamma(mp/2)}{\Gamma(mp/2 + ph)} \cdot \frac{\Gamma_p(m/2 + h)}{\Gamma_p(m/2)} \]
for \( h > -\frac{1}{2} \) where \( m = n - 1 \).

**Proof of Theorem 1.** Recall that a sequence of random variables \( \{Z_n; n \geq 1\} \) converges to \( Z \) in distribution as \( n \to \infty \) if
\[ \lim_{n \to \infty} E e^{hZ_n} = E e^{hZ} < \infty \]
for all \( h \in (-h_0, h_0) \), where \( h_0 > 0 \) is a constant; see, for example, page 408 from Billingsley (1986). Thus, to prove the theorem, it suffices to show that there exists \( \delta_0 > 0 \) such that
\[ E \exp \left\{ \frac{\log V_n - \mu_n}{\sigma_n} s \right\} \to e^{s^2/2} \]
as \( n \to \infty \) for all \( |s| < \delta_0 \).

Set \( m = n - 1 \) and \( r_x := (-\log(1 - \frac{p}{x}))^{1/2} \) for \( x > p \). By the fact that \( x + \log(1 - x) < 0 \) for all \( x \in (0, 1) \), we know that \( \sigma_n^2 > 0 \) for all \( n \geq 3 \), and \( \lim_{n \to \infty} \sigma_n^2 = -2y - 2\log(1 - y) > 0 \) for \( y \in (0, 1) \), and \( \lim_{n \to \infty} \sigma_n^2 = +\infty \) for \( y = 1 \). Therefore,

\[
\delta_0 := \inf\{\sigma_n; n \geq 3\} > 0.
\]

Fix \( |s| < \frac{\delta_0}{2} \). Set \( t = t_n = \frac{s}{\sigma_n} \). Then \( \{t_n; n \geq 3\} \) is bounded and \( |t_n| < \frac{1}{2} \) for all \( n \geq 3 \).

By Lemma 5.5,

\[
(5.12) \quad \mathbb{E} e^{t \log V_n} = \mathbb{E} V_n^t = p^{pt} \frac{\Gamma(mp/2)}{\Gamma(mp/2 + pt)} \cdot \frac{\Gamma_p(m/2 + t)}{\Gamma_p(m/2)}
\]

for all \( n \geq 3 \). By Lemma 5.1 for the first case and the assumption \( p/m \to y \in (0, 1] \),

\[
\log \frac{\Gamma(mp/2)}{\Gamma(mp/2 + pt)} = -\log \frac{\Gamma(mp/2 + pt)}{\Gamma(mp/2)}
\]

(5.13)

\[
= -pt \log \frac{mp}{2} - \frac{p^2t^2 - pt}{mp} + O\left(\frac{1}{m}\right)
\]

\[
= -pt \log \frac{mp}{2} - \frac{pt^2}{m} + O\left(\frac{1}{m}\right)
\]

as \( n \to \infty \). Notice

\[
t^2 \cdot \left(-\log\left(1 - \frac{p}{m}\right)\right)
= \frac{s^2}{\sigma_n^2} \cdot \left(-\log\left(1 - \frac{p}{m}\right)\right)
\]

\[
\rightarrow \begin{cases} 
\frac{s^2}{2} \cdot \log(1 - y), & \text{if } y \in (0, 1); \\
\frac{s^2}{2}, & \text{if } y = 1
\end{cases}
\]

as \( n \to \infty \). Thus, \( t = O(1/r_m) \) as \( n \to \infty \). By Lemma 5.4,

\[
\log \frac{\Gamma_p(m/2 + t)}{\Gamma_p(m/2)} = pt \log m - 1 - \log 2 + r_m^2 \left(t^2 - \left(p - m + \frac{1}{2}\right)t\right) + o(1)
\]

as \( n \to \infty \). This together with (5.12) and (5.13) gives that

\[
\log \mathbb{E} e^{t \log V_n} = pt \log p + \log \frac{\Gamma(mp/2)}{\Gamma(mp/2 + pt)} + \log \frac{\Gamma_p(m/2 + t)}{\Gamma_p(m/2)}
\]

\[
= pt \log p - pt \log \frac{mp}{2} - \frac{pt^2}{m} + pt(\log m - 1 - \log 2)
\]
\[ + r_m^2 \left( t^2 - \left( p - m + \frac{1}{2} \right) t \right) + o(1) \]
\[ = 2 \left( r_m^2 - \frac{p}{m} \right) t^2 \left[ - p + \left( n - p - \frac{3}{2} \right) r_m^2 \right] + o(1) \]
as \( n \to \infty \). Reviewing the notation \( \mu_n, \sigma_n \) and \( t = t_n = \frac{s}{\sigma_n} \), the above indicates that
\[
\log E \exp \left\{ \frac{\log V_n}{\sigma_n} s \right\} = \log E e^{t \log V_n} = \frac{\sigma_n^2 t^2}{2} + \mu_n t + o(1) = \frac{s^2}{2} + \frac{\mu_n}{\sigma_n} s + o(1)
\]
as \( n \to \infty \) for all \( |s| < \frac{s_0}{2} \). This implies (5.11). The proof is complete. \( \Box \)

5.3. Proof of Theorem 2.

**Lemma 5.6** [Theorem 11.2.3 from Muirhead (1982)]. Let \( p \) and \( W_n \) be as in (2.9). Then, under \( H_0 \) in (2.8),
\[
(5.14) \quad EW_n^t = \frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2)} \cdot \prod_{i=1}^{k} \frac{\Gamma_{p_i}(n/2)}{\Gamma_{p_i}(n/2 + t)}
\]
for any \( t > -1/2 \), where \( \Gamma_p(z) \) is as in (5.8).

**Proof of Theorem 2.** We need to prove
\[
(5.15) \quad \frac{\log W_n - \mu_n}{\sigma_n} \text{ converges in distribution to } N(0, 1)
\]
as \( n \to \infty \), where
\[
\mu_n = -r_n^2 \left( p - n + \frac{1}{2} \right) + \sum_{i=1}^{k} r_{n,i}^2 \left( p_i - n + \frac{1}{2} \right) \quad \text{and}
\]
\[
\sigma_n^2 = 2r_n^2 - 2 \sum_{i=1}^{k} r_{n,i}^2.
\]
First, since \( n > p = p_1 + \cdots + p_k \) and \( \lim_{n \to \infty} p_i/n = y_i \) for each \( 1 \leq i \leq k \), we know
\[
(5.16) \quad \frac{p}{n} = \sum_{i=1}^{k} \frac{p_i}{n} \to \sum_{i=1}^{k} y_i := y \in (0, 1)
\]
as \( n \to \infty \). Second, it is known \( \prod_{i=1}^{k} (1 - x_i) > 1 - \sum_{i=1}^{k} x_i \) for all \( x_i \in (0, 1) \), \( 1 \leq i \leq k \), see, for example, page 60 from Hardy, Littlewood and Pólya (1988). Taking the logarithm on both sides and then taking \( x_i = p_i/n \), we see that
\[
(5.17) \quad \frac{1}{2} \sigma_n^2 = r_n^2 - \sum_{i=1}^{k} r_{n,i}^2 = \sum_{i=1}^{k} \log \left( 1 - \frac{p_i}{n} \right) - \log \left( 1 - \frac{p}{n} \right) > 0
\]
for all \( n \geq 2 \). Now, by the assumptions and (5.16), it is easy to see

\[
\lim_{n \to \infty} \sigma_n^2 = \begin{cases} 
-2 \log(1 - y) + 2 \sum_{i=1}^{k} \log(1 - y_i), & \text{if } y < 1; \\
+\infty, & \text{if } y = 1.
\end{cases}
\]

By the same argument as in the last inequality in (5.17), we know the limit above is always positive. Reviewing that \( p = p_n \) and \( n > p \), we then have

\[
\delta_0 := \inf\{\sigma_n; n \geq 2\} > 0.
\]

Fix \( |s| < \delta_0 / 2 \). Set \( t = t_n = s / \sigma_n \). Then \( \{t_n; n \geq 2\} \) is a bounded sequence of numbers satisfying \( |t_n| < 1/2 \) for all \( n \geq 2 \). In particular, as \( n \to \infty \), we have

\[
(5.18) \quad t = t_n = O\left(\frac{1}{r_{n,i}}\right), \quad 1 \leq i \leq k,
\]

thanks to that \( \lim_{p \to \infty} r_{n,i} = -\log(1 - y_i) \in (0, \infty) \) for \( 1 \leq i \leq k \). On the other hand, notice

\[
\sum_{i=1}^{k} r_{n,i}^2 = -\sum_{i=1}^{k} \log\left(1 - \frac{p_i}{n}\right) \to -\sum_{i=1}^{k} \log(1 - y_i)
\]

as \( n \to \infty \). It follows from (5.16) that

\[
\lim_{n \to \infty} \frac{r_n^2}{\sigma_n^2} = \begin{cases} 
\frac{1}{2}, & \log(1 - y) - \sum_{i=1}^{k} \log(1 - y_i), \quad \text{if } y \in (0, 1); \\
\frac{1}{2}, & \log(1 - y) - \frac{\log(1 - y)}{\log(1 - y) - \sum_{i=1}^{k} \log(1 - y_i)}, \quad \text{if } y = 1.
\end{cases}
\]

This implies that

\[
(5.19) \quad t = \frac{s}{\sigma_n} = O\left(\frac{1}{r_n}\right)
\]

as \( n \to \infty \). From Lemma 5.6,

\[
(5.20) \quad \text{E} e^{t \log W_n} = \text{E} W_n^t = \frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2)} \cdot \prod_{i=1}^{k} \frac{\Gamma_{p_i}(n/2)}{\Gamma_{p_i}(n/2 + t)}
\]

since \( |t| = |t_n| < 1/2 \). By Lemma 5.4 and (5.19),

\[
(5.21) \quad \log \frac{\Gamma_p(n/2 + t)}{\Gamma_p(n/2)} = pt(log n - 1 - \log 2) + r_n^2 \left[ t^2 - \left( p - n + \frac{1}{2} \right) t \right] + o(1)
\]
as \( n \to \infty \). Similarly, by Lemma 5.4 and (5.18),

\[
\log \frac{\Gamma_{p_i} (n/2 + t)}{\Gamma_{p_i} (n/2)} = p_i t (\log n - 1 - \log 2) + r_{n,i}^2 \left[ t^2 - \left( p_i - n + \frac{1}{2} \right) t \right] + o(1)
\]

as \( n \to \infty \) for \( 1 \leq i \leq k \). Therefore, use the identity \( p = p_1 + \cdots + p_k \) to have

\[
\log \prod_{i=1}^{k} \frac{\Gamma_{p_i} (n/2 + t)}{\Gamma_{p_i} (n/2)} = \sum_{i=1}^{k} \log \frac{\Gamma_{p_i} (n/2 + t)}{\Gamma_{p_i} (n/2)}
\]

\[
= pt (\log n - 1 - \log 2) + t^2 \sum_{i=1}^{k} r_{n,i}^2 - t \sum_{i=1}^{k} r_{n,i}^2 \left( p_i - n + \frac{1}{2} \right) + o(1)
\]

as \( n \to \infty \). This together with (5.20) and (5.21) gives

\[
\log EW_n^t = t^2 \left( r_n^2 - \sum_{i=1}^{k} r_{n,i}^2 \right) + t \left[ -r_n^2 \left( p - n + \frac{1}{2} \right) + \sum_{i=1}^{k} r_{n,i}^2 \left( p_i - n + \frac{1}{2} \right) \right]
\]

\[
+ o(1)
\]

\[
= s^2 + \frac{\mu_n}{\sigma_n} s + o(1)
\]

as \( n \to \infty \) by the definitions of \( \mu_n \) and \( \sigma_n \) as well as the fact \( t = s / \sigma_n \). We then arrive at

\[
E \exp \left\{ \frac{\log W_n - \mu_n}{\sigma_n} s \right\} = e^{-\mu_n s / \sigma_n} \cdot EW_n^t \to e^{s^2 / 2}
\]

as \( n \to \infty \) for all \( |s| < \delta_0 / 2 \). This implies (5.15) by using the moment generating function method stated in (5.10). □

5.4. Proof of Theorem 3. Consider

\[
\lambda_n = \prod_{i=1}^{k} \frac{|B_i|^{n_i/2}}{|A + B|^{n/2}}.
\]

Lemma 5.7 [Corollary 10.8.3 from Muirhead (1982)]. Let \( n_i > p \) for \( i = 1, 2, \ldots, k \). Let \( \lambda_n \) be as in (5.23). Then, under \( H_0 \) in (2.11),

\[
E(\lambda_n^t) = \frac{\Gamma_p ((1/2)(n - 1))}{\Gamma_p ((1/2)n(1 + t) - 1/2)} \cdot \prod_{i=1}^{k} \frac{\Gamma_p (((1/2)n_i(1 + t) - 1/2))}{\Gamma_p (((1/2)(n_i - 1))}
\]

for all \( t > \max_{1 \leq i \leq k} \{ \frac{p}{n_i} \} - 1 \), where \( \Gamma_p(z) \) is as in (5.8).
The restriction \( t > \max_{1 \leq i \leq k} \{ \frac{p}{n_i} \} - 1 \) comes from the restriction in (5.8).

**Proof of Theorem 3.** Review (2.12) and (5.23). Notice

\[
\log \Lambda_n = \log \lambda_n + \frac{1}{2} pn \log n - \frac{1}{2} \sum_{i=1}^{k} pn_i \log n_i. \tag{5.24}
\]

Evidently,

\[
\frac{p}{n} = \frac{1}{\sum_{i=1}^{k} n_i / p} \rightarrow \frac{1}{\sum_{i=1}^{k} 1 / y_i} := y \in (0, 1) \tag{5.25}
\]
as \( p \rightarrow \infty \). As a consequence,

\[
r_n^2 \rightarrow -\log(1 - y) \in (0, \infty) \tag{5.26}
\]
as \( p \rightarrow \infty \).

Step 1. We show \( \sigma_n^2 > 0 \) for all \( \min_{1 \leq i \leq k} n_i \geq p + 1 \) and \( p \geq 1 \). In fact, let \( h(x) = -\log(1 - x) \) for \( x \in [0, 1) \). Then \( h(x) \) is convex on \( [0, 1) \). Take \( x_i = \frac{p}{n_i} \), \( \lambda_i = \frac{n_i^2}{n^2} \) for \( 1 \leq i \leq k \), and \( x_{k+1} = 0 \) and \( \lambda_{k+1} = 1 - \sum_{i=1}^{k} n_i^2 / n^2 \). Since \( n_i' = n_i - 1 \) and \( r_x \) is decreasing in \( x > p \), by convexity,

\[
\sum_{i=1}^{k} \frac{n_i^2}{n^2} r_n^2 = \sum_{i=1}^{k} \frac{n_i^2}{n^2} r_n^2 = \sum_{i=1}^{k+1} \lambda_i h(x_i) > h \left( \sum_{i=1}^{k+1} \lambda_i x_i \right) = h \left( \frac{p}{n} \right) = r_n^2, \tag{5.27}
\]

where “\( > \)” instead of “\( \geq \)” comes from the fact that \( h(x) \) is strictly convex and \( x_1 \neq x_{k+1} \). This says that \( \sigma_n^2 > 0 \) for all \( \min_{1 \leq i \leq k} n_i \geq p + 1 \) and \( p \geq 1 \). Second, we claim

\[
2\sigma_n^2 \rightarrow 2\sigma^2 \tag{5.28}
\]

\[
\begin{cases}
\log(1 - y) - \sum_{i=1}^{k} \frac{y_i^2}{y_i} \log(1 - y_i) > 0, & \text{if } \max_{1 \leq i \leq k} y_i < 1; \\
+\infty, & \text{if } \max_{1 \leq i \leq k} y_i = 1
\end{cases}
\]
as \( p \rightarrow \infty \). In fact, for the second case, noticing \( y \in (0, 1) \) by (5.25), the limit is obviously \( +\infty \) since \( \lim_{x \rightarrow 1^-} -\log(1 - x) = +\infty \). On the other hand, by (5.25), \( \lim_{n \rightarrow \infty} \frac{n_i}{n} = \frac{y_i}{y} \) for all \( i = 1, 2, \ldots, k \). Thus, the statement for the case \( \max_{1 \leq i \leq k} y_i < 1 \) in (5.28) follows. Moreover, replacing \( \frac{p}{n} \) with \( y \), \( \frac{p}{n_i} \) with \( y_i \) and \( \frac{n_i^2}{n^2} \) with \( \frac{y_i^2}{y_i} \) in (5.27), respectively, we know that the first limit in (5.28) is positive.

Step 2. In this step we collect some facts that will be used later. Fix \( s \) such that \( |s| < \frac{\sigma}{2\gamma} \). Set \( t = t_n = \frac{s}{n\sigma_n} \). We claim that

\[
t > \max_{1 \leq i \leq k} \left\{ \frac{p}{n_i} \right\} - 1 \quad \text{provided } p \text{ is sufficiently large}; \tag{5.29}
\]

\[
\left| \frac{nt - 1}{2} \right| \sqrt{\frac{1}{2}} = O \left( \frac{1}{r_n} \right) \quad \text{and} \quad \frac{nt}{2} = O \left( \frac{1}{r_{n-1}} \right) \tag{5.30}
\]
as \( p \to \infty \) for \( i = 1, 2, \ldots, k \).

First, the assumption \( \min_{1 \leq i \leq k} n_i > p + 1 \) implies that

\[
\max_{1 \leq i \leq k} \left\{ \frac{p}{n_i} \right\} - 1 < \frac{p}{p + 1} - 1 = -\frac{1}{p + 1}.
\]

Further, for \(|s| < \frac{\sigma}{\sqrt{y}}\), we know \( s > -\frac{\sigma}{\sqrt{y}} \). Moreover, \(-\frac{n}{p+1} \sigma_n \to -\frac{\sigma}{\sqrt{y}} \) by (5.25) and (5.28). These imply that, as \( p \) is sufficiently large, \(-\frac{n}{p+1} \sigma_n < s\), or \( t = \frac{s}{n \sigma_n} > -\frac{1}{p+1} \). This together with (5.31) concludes (5.29).

Second, by (5.26),

\[
\left| \frac{nt - 1}{2} \right| = O(1 + nt) = O \left( 1 + \frac{1}{\sigma_n} \right) = O \left( \frac{1}{r_n} \right)
\]

as \( p \to \infty \) by (5.26) and (5.28). We obtain the first identity in (5.30). Moreover, noticing \( n_i \leq n \) and \( t = s/(n \sigma_n) \) we have

\[
\frac{n_i t}{2} = O(nt) = O \left( \frac{1}{\sigma_n} \right)
\]

as \( p \to \infty \). By the definition of \( \sigma_n^2 \), (5.26) and the fact that \( \lim_{p \to \infty} \frac{n_i}{n} \in (0, \infty) \) again, we know \( r_n^2 = O(\sigma_n^2) \) as \( p \to \infty \). Then \( \frac{1}{\sigma_n} = O \left( \frac{1}{r_n} \right) \) as \( p \to \infty \). This together with (5.33) gives that

\[
\frac{n_i t}{2} = O \left( \frac{1}{r_n'} \right)
\]

as \( p \to \infty \). This completes the second identity in (5.30).

Step 3. To prove the theorem, it is enough to prove

\[
E \exp \left\{ \log \Lambda_n - \mu_n \right\} \to e^{s^2/2}
\]

as \( p \to \infty \) for all \(|s| < \frac{\sigma}{\sqrt{y}}\).

Recalling \( t = \frac{s}{n \sigma_n} \), by Lemma 5.7 and (5.29) we have

\[
E e^{t \log \lambda_n} = \frac{\Gamma_p((1/2)(n - 1))}{\Gamma_p((1/2)n(1 + t) - 1/2)} \cdot \prod_{i=1}^{k} \frac{\Gamma_p((1/2)n_i(1 + t) - 1/2)}{\Gamma_p((1/2)(n_i - 1))}.
\]

Now, replacing \( t \) by \( \frac{1}{2}(nt - 1) \) and taking \( s = -\frac{1}{2} \) in Lemma 5.4, by the first assertion in (5.30) we get

\[
\log \frac{\Gamma_p((1/2)(n - 1))}{\Gamma_p((1/2)n(1 + t) - 1/2)} = -\log \frac{\Gamma_p(n/2 + (nt - 1)/2)}{\Gamma_p(n/2 - 1/2)}
\]

(5.37)
\[= -\frac{npt}{2} (\log n - 1 - \log 2) - r_n^2 \left[ \frac{(nt - 1)^2}{4} - \frac{1}{4} - \left( p - n + \frac{1}{2} \right) \frac{nt}{2} \right]
+ o(1)\]

\[= \frac{npt}{2} (1 + \log 2 - \log n) + \frac{r_n^2}{4} (-n^2 t^2 + (2p - 2n + 3)nt) + o(1)\]

as \( p \to \infty \). Recall \( n'_i = n_i - 1 \) for \( 1 \leq i \leq k \). By Lemma 5.4 and the second identity in (5.30), we get

\[
\log \frac{\Gamma_p((1/2)n_i(1 + t) - 1/2)}{\Gamma_p((1/2)(n_i - 1))} = \log \frac{\Gamma_p((1/2)n'_i + n_i t/2)}{\Gamma_p((1/2)n'_i)}
= \frac{n_i pt}{2} (\log n'_i - 1 - \log 2)
+ \frac{r_n^2}{4} (n_i t^2 - (2p - 2n_i + 3)n_i t) + o(1)
\]

as \( p \to \infty \). Therefore, this, (5.36) and (5.37) say that

\[
\log E e^{t \log \lambda_n} = \frac{t^2}{4} \left( \sum_{i=1}^{k} n_i^2 r_n^2 n'_i - n^2 r_n^2 \right)
+ \frac{t}{4} \left[ 2 \left( \sum_{i=1}^{k} n_i \log n'_i - n \log n \right) p
+ nr_n^2 (2p - 2n + 3) - \sum_{i=1}^{k} n_i r_n^2 (2p - 2n_i + 3) \right]
+ o(1)
\]

as \( p \to \infty \). Combining with (5.24), we obtain that

\[
\log E e^{t \log \Lambda_n} = \frac{t^2}{4} \left( \sum_{i=1}^{k} n_i^2 r_n^2 n'_i - n^2 r_n^2 \right)
+ \frac{t}{4} \left[ 2 \left( \sum_{i=1}^{k} n_i \log n'_i - n_i \log n_i \right) p + nr_n^2 (2p - 2n + 3) - \sum_{i=1}^{k} n_i r_n^2 (2p - 2n_i + 3) \right]
+ o(1)
\]

(5.38)
as \( p \to \infty \). Observe
\[
n_i \log \left(1 - \frac{1}{n_i}\right) = n_i \left(-\frac{1}{n_i} - \frac{1}{2 n_i^2} + O\left(\frac{1}{n_i^3}\right)\right) = -1 - \frac{1}{2n_i} + O\left(\frac{1}{n_i^2}\right)
\]
as \( p \to \infty \). Thus
\[
p \sum_{i=1}^{k} (n_i \log n_i' - n_i \log n_i) = -kp - \frac{1}{2} \sum_{i=1}^{k} y_i + o(1)
\]
as \( p \to \infty \). Joining this with (5.38), we arrive at
\[
\log E e^{t \log \Lambda_n}
= \frac{t^2}{4} \left[\sum_{i=1}^{k} n_i^2 r_i^2 - n^2 r_n^2\right] + \frac{t}{4} \left[-2kp - \sum_{i=1}^{k} y_i + nr_n^2 (2p - 2n + 3)\right]
\]
\[+ o(1)
\]
as \( p \to \infty \). By the definitions of \( \mu_n \) and \( \sigma_n \), the above implies
\[
\log E e^{t \log \Lambda_n} = \frac{n^2 t^2}{2} \sigma_n^2 + \mu_n t + o(1)
\]
as \( p \to \infty \), which is equivalent to
\[
\log E e^{t (\log \Lambda_n - \mu_n)} = \frac{n^2 t^2}{2} \sigma_n^2 + o(1) = \frac{s^2}{2} + o(1)
\]
as \( p \to \infty \) for any \( |s| < \frac{\sigma_n}{\sqrt{y}} \). This leads to (5.35) since \( t = \frac{s}{n \sigma_n} \). \( \square \)

5.5. Proof of Theorem 4. Let \( \Lambda_n^* \) be as in (2.17). Set
\[
(5.39) \quad W_n = \frac{\prod_{i=1}^{k} |A_i|^{(n_i - 1)/2}}{|A|^{(n-k)/2}} = \Lambda_n^* \cdot \frac{\prod_{i=1}^{k} (n_i - 1)^{(n_i - 1)p/2}}{(n-k)^{(n-k)p/2}}.
\]
We have the following result.

Lemma 5.8 [Page 302 from Muirhead (1982)]. Assume \( n_i > p \) for \( 1 \leq i \leq k \). Under \( H_0 \) in (2.15),
\[
(5.40) \quad E[(W_n)^h] = \frac{\Gamma_p((1/2)(n-k))}{\Gamma_p((1/2)(n-k)(1+h))} \cdot \prod_{i=1}^{k} \frac{\Gamma_p((1/2)(n_i - 1)(1+h))}{\Gamma_p((1/2)(n_i - 1))}
\]
for all \( h > \max_{1 \leq i \leq k} \frac{p-1}{n_i-1} - 1 \), where \( \Gamma_p(x) \) is defined as in (5.8).
The condition "\( h > \max_{1 \leq i \leq k} \frac{p-1}{n_i-1} - 1 \)" is imposed in the above lemma because, by the definition of (5.8), the following inequalities are needed:

\[
\frac{(n-k)(1+h)}{2} > \frac{p-1}{2} \quad \text{and} \quad \frac{n-k}{2} > \frac{p-1}{2},
\]
\[
\frac{(n_i-1)(1+h)}{2} > \frac{p-1}{2} \quad \text{and} \quad \frac{(n_i-1)}{2} > \frac{p-1}{2},
\]

for each \( 1 \leq i \leq k \). These are obviously satisfied if \( n_i > p \) for \( 1 \leq i \leq k \) and \( h > \max_{1 \leq i \leq k} \frac{p-1}{n_i-1} - 1 \) (noting that \( n = \sum_{i=1}^{k} n_i > n_i \) for each \( i \)).

**PROOF OF THEOREM 4.** According to (5.39), write

\[
\log \Lambda_n^* = \log W_n + \frac{(n-k)p}{2} \log(n-k) - \sum_{i=1}^{k} \frac{(n_i-1)p}{2} \log(n_i-1).
\]

To prove the theorem, it is enough to show

\[
\frac{\log W_n - \mu'}{(n-k)\sigma_n} \text{ converges in distribution to } N(0, 1)
\]

as \( p \to \infty \), where

\[
\mu'_n = \mu_n + \sum_{i=1}^{k} \frac{(n_i-1)p}{2} \log(n_i-1) - \frac{(n-k)p}{2} \log(n-k).
\]

Equation (5.41) can be proved through the following three steps:

**Step 1.** Let

\[
y = \frac{1}{\sum_{i=1}^{k} y_i^{-1}}.
\]

Then, \( y \in (0, 1) \) and

\[
\frac{p}{n-k} = \frac{p}{\sum_{i=1}^{k} (n_i-1)} \to \frac{1}{\sum_{i=1}^{k} y_i^{-1}} = y.
\]

We first show \( \sigma^2_n > 0 \). In fact, let \( \eta(x) = -\log(1-x) \) for \( x \in [0, 1) \). Then \( \eta(x) \) is strictly convex on \( [0, 1) \). Recall that \( n = n_1 + \cdots + n_k \). Take \( x_i = p/(n_i - 1) \) and \( \lambda_i = (n_i - 1)^2/(n-k)^2 \) for \( 1 \leq i \leq k \) and \( x_{k+1} = 0 \) and \( \lambda_{k+1} = 1 - \sum_{i=1}^{k} \lambda_i \). Then, by the strict convexity of \( \eta(x) \),

\[
- \sum_{i=1}^{k} \left( \frac{n_i-1}{n-k} \right)^2 \log \left( 1 - \frac{p}{n_i-1} \right) = \sum_{i=1}^{k+1} \lambda_i \eta(x_i) > \eta \left( \sum_{i=1}^{k+1} \lambda_i x_i \right) = \eta \left( \frac{p}{n-k} \right) = -\log \left( 1 - \frac{p}{n-k} \right).
\]

(5.45)
where the “>” holds since \(x_{k+1} \neq x_1\). This says that \(\sigma_n^2 > 0\) for all \(\min_1 \leq i \leq k n_i > 1 + p \) and \(p \geq 1\). Second, we claim

\[
2\sigma_n^2 \rightarrow 2\sigma^2
\]

(5.46)

\[
= \begin{cases} 
\log(1 - y) - \sum_{i=1}^{k} \frac{y_i^2}{y_i} \log(1 - y_i) > 0, & \text{if } \max_1 \leq i \leq k y_i < 1; \\
+\infty, & \text{if } \max_1 \leq i \leq k y_i = 1
\end{cases}
\]

as \(p \rightarrow \infty\). In fact, the limit in (5.46) for the case \(\max_1 \leq i \leq k y_i < 1\) follows since \(n_i/n \rightarrow y/y_i\) for all \(i = 1, 2, \ldots, k\) and \(\log(1 - x)\) is a continuous function for \(x \in (0, 1)\). Moreover, replacing \((n_i - 1)^2/(n - k)^2\) with \(y_i^2/y_i^2\), \(-\log[1 - p/(n_i - 1)]\) with \(-\log(1 - y_i)\), and \(p/(n - k)\) with \(y i\) in (5.45), respectively, we obtain \(\sigma^2 > 0\) as \(\max_1 \leq i \leq k y_i < 1\). For the second case, we know that one of the \(y_i\)'s is equal to 1 and \(y \in (0, 1)\). Hence the limit is obviously \(+\infty\).

**Step 2.** We will make some preparation for the key part in step 3. Fix \(s\) such that \(|s| < \sigma/(2y)\). Set \(t = t_n = s/[(n - k)\sigma_n]\). We claim that

(5.47)

\[
t > \max_{1 \leq i \leq k} \left\{ \frac{p - 1}{n_i - 1} \right\} - 1 \quad \text{as } p \text{ is sufficiently large,}
\]

(5.48)

\[
\frac{(n - k)t}{2} = O\left(\frac{1}{r_{n - k}}\right) \quad \text{and} \quad \frac{(n_i - 1)t}{2} = O\left(\frac{1}{r_{n_i - 1}}\right)
\]

as \(p \rightarrow \infty\) for \(1 \leq i \leq k\), where \(r_{n - k} = \{ -\log(1 - \frac{p}{n - k})\}^{1/2}\) and \(r_{n_i - 1} = \{ -\log(1 - \frac{p}{n_i - 1})\}^{1/2}\). First, the assumption \(\min_1 \leq i \leq k n_i > 1 + p\) implies that

(5.49)

\[
\max_{1 \leq i \leq k} \left\{ \frac{p - 1}{n_i - 1} \right\} - 1 < \frac{p - 1}{p} - 1 = -\frac{1}{p}.
\]

Further, since \(|s| < \sigma/(2y)\), we see \(s > -\sigma/(2y)\). Moreover, \(-(n - k)s_n/p \rightarrow -\sigma/y\) as \(p \rightarrow \infty\) by (5.44) and (5.46). These imply that, as \(p\) is sufficiently large, \(-(n - k)s_n/p < s\), or \(t = s/[(n - k)s_n] > -1/p\). This together with (5.49) completes (5.47).

Second, since \(t = t_n = s'/[(n - k)s_n]\), we know from (5.46) that \((n - k)t_n\) is bounded. Then the first assertion in (5.48) follows since \(r_{n - k}^2 \rightarrow -\log(1 - y) \in (0, \infty)\) as \(p \rightarrow \infty\). Now, fix an \(i \in \{1, \ldots, k\}\). Easily, by (5.46),

(5.50)

\[
\frac{r_{n_i - 1}^2}{\sigma_n^2} \rightarrow \begin{cases} 
-\log(1 - y_i)/\sigma^2, & \text{if } \max_{1 \leq j \leq k} y_j < 1; \\
0, & \text{if } \max_{1 \leq j \leq k} y_j = 1 \text{ and } y_i < 1
\end{cases}
\]

as \(p \rightarrow \infty\). Now assume \(y_i = 1\) for some \(1 \leq i \leq k\). By the definition of \(\sigma_n^2\), we see that

\[
2\sigma_n^2 \geq -r_{n - k}^2 + \left(\frac{n_i - 1}{n - k}\right)^2 r_{n_i - 1}^2 \rightarrow +\infty
\]
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\[ \text{as } p \to \infty. \] Therefore, use the facts that 
\[ r_{n-k}^2 \to -\log(1-y) \in (0, \infty) \] and 
\[ (n_i - 1)/(n - k) \to y/y_i \in (0, \infty) \] to have 
\[ \frac{(n_i - 1)t}{2} = \frac{s}{2} \cdot \frac{n_i - 1}{n - k} \cdot \frac{1}{\sigma_n} = O\left(\frac{1}{r_{n_i-1}}\right) \]

as \( p \to \infty. \) Combining this with (5.50) we see that 
\[ \frac{(n_i - 1)t}{2} = O\left(\frac{1}{r_{n_i-1}}\right) \]

as \( p \to \infty \) for any \( y_i \in (0, 1). \) This gives the second assertion in (5.48).

**Step 3.** To prove the theorem, from (5.10) and (5.41) it suffices to prove 
\[ E \exp\left\{ \log W_n - \mu_n' s \right\} \to e^{s^2/2} \]

as \( p \to \infty \) for all \(|s| < \sigma/(2y).\) Recall \( t = t_n = s/[(n - k)\sigma_n]. \) By Lemma 5.8 and (5.47), 
\[ \log E \exp\left\{ \frac{\log W_n}{(n - k)\sigma_n} s \right\} = \log E[W_n'] = \log \frac{\Gamma_p[(1/2)(n - k)]}{\Gamma_p[(1/2)(n - k)(1 + t)]} \]

\[ + \sum_{i=1}^{k} \log \frac{\Gamma_p[(1/2)(n_i - 1)(1 + t)]}{\Gamma_p[(1/2)(n_i - 1)]} \]

as \( p \) is sufficiently large. Using Lemma 5.4 and the first assertion of (5.48), we obtain 
\[ \log \frac{\Gamma_p[(1/2)(n - k)]}{\Gamma_p[(1/2)(n - k)(1 + t)]} \]

\[ = \log \frac{\Gamma_p[(1/2)(n - k)]}{\Gamma_p[(1/2)(n - k) + (1/2)(n - k)t]} \]

\[ = -\frac{(n - k)pt}{2} \left[ \log(n - k) - 1 - \log 2 \right] \]

\[ - r_{n-k}^2 \left[ \frac{(n - k)^2 t^2}{4} - \frac{(p - n + k + 0.5)(n - k)t}{2} \right] + o(1) \]

as \( p \to \infty. \) Similarly, by the Lemma 5.4 and the second assertion of (5.48), we have 
\[ \log \frac{\Gamma_p[(1/2)(n_i - 1)(1 + t)]}{\Gamma_p[(1/2)(n_i - 1)]} \]

\[ = \frac{(n_i - 1)pt}{2} \left[ \log(n_i - 1) - 1 - \log 2 \right] \]

\[ + r_{n_i-1}^2 \left[ \frac{(n_i - 1)^2 t^2}{4} - \frac{(p - n_i + 1.5)(n_i - 1)t}{2} \right] + o(1) \]
as \( p \to \infty \). Take sum over all \( i \) to have
\[
\sum_{i=1}^{k} \log \frac{\Gamma_p[(1/2)(n_i - 1)(1 + t)]}{\Gamma_p[(1/2)(n_i - 1)]} = \frac{pt}{2} \left[ \sum_{i=1}^{k} (n_i - 1) \log(n_i - 1) \right] - \frac{(n - k)pt}{2} (1 + \log 2)
\]
\[
+ \frac{t^2}{4} \left[ \sum_{i=1}^{k} (n_i - 1)^2 r_{n_i-1}^2 \right] - \frac{t}{2} \sum_{i=1}^{k} (p - n_i + 1.5)(n_i - 1)r_{n_i-1}^2 + o(1)
\]
as \( p \to \infty \). Therefore,
\[
\log E e^{t \log W_n} = \frac{t^2}{4} \left[ \sum_{i=1}^{k} (n_i - 1)^2 r_{n_i-1}^2 - (n - k)^2 r_{n-k}^2 \right] - \frac{t}{2} \sum_{i=1}^{k} (p - n_i + 1.5)(n_i - 1)r_{n_i-1}^2 + o(1)
\]
as \( p \to \infty \) where \( \mu'_n \) is as in (5.42). Since \( t = t_n = s/[(n - k)\sigma_n] \), we know
\[
\log E \exp \left\{ \log W_n - \frac{\mu'_n}{(n - k)\sigma_n} s \right\} = \log E e^{t \log W_n} - \mu'_n t \to \frac{s^2}{2}
\]
as \( p \to \infty \) for all \(|s| < \sigma/(2\gamma)\). This leads to (5.51). \( \square \)

5.6. Proof of Theorem 5.

**Lemma 5.9** [Theorems 8.5.1 and 8.5.2 and Corollary 8.5.4 from Muirhead (1982)] Assume \( n > p \). Then the LRT statistic for testing \( H_0 \) in (2.19) given by
\[
\Lambda_n = \left( \frac{e}{n} \right)^{np/2} |A|^{n/2} \cdot \exp \left\{ -\frac{1}{2} \text{tr}(A) - \frac{1}{2} n\bar{x}'\bar{x} \right\}
\]
is unbiased, where $A$ is as in (2.20). Further, assuming $H_0$ in (2.19), we have
\[ E(\Lambda_n^t) = \left(\frac{2e}{n}\right)^{np/2} (1 + t)^{-np(1+t)/2} \frac{\Gamma_p((n(1 + t) - 1)/2)}{\Gamma_p((n - 1)/2)} \]
for any $t > \frac{p}{n} - 1$.

The range "$t > \frac{p}{n} - 1$" follows from the definition of $\Gamma_p(z)$ in (5.8).

**Proof of Theorem 5.** First, since $\log(1 - x) < -x$ for all $x < 1$, we know $\sigma_n^2 > 0$ for all $n \geq 3$. Now, by assumption, it is easy to see that
\[
\lim_{n \to \infty} \sigma_n^2 = \begin{cases} 
\frac{1}{2} [y + \log(1 - y)], & \text{if } y < 1; \\
+\infty, & \text{if } y = 1.
\end{cases}
\]
Easily, the limit is always positive. Hence,
\[ \delta_0 := \inf\{\sigma_n; n \geq 3\} > 0. \]

Fix a number $h$ with $|h| < \delta_0$, then $h > -\delta_0 \geq -\sigma_n$ for all $n \geq 3$. It follows that
\[ \frac{p}{n} - 1 \leq \frac{n - 1}{n} - 1 = -\frac{1}{n} < \frac{h}{n\sigma_n} \]
for all $n \geq 3$. Set $t = t_n = \frac{h}{n\sigma_n}$. Then the above says that
\[ t > \frac{p}{n} - 1 \quad (5.53) \]
for all $n \geq 3$. From (5.52) we know that $\{t_n; n \geq 3\}$ is bounded. By Lemma 5.9 and (5.53),
\[
E e^{t \log \Lambda_n} = E(\Lambda_n^t) = \left(\frac{2e}{n}\right)^{np/2} (1 + t)^{-np(1+t)/2} \frac{\Gamma_p((n(1 + t) - 1)/2)}{\Gamma_p((n - 1)/2)}
\]
for all $n \geq 3$. To prove the theorem, we only need to show
\[
E \exp\left\{\log \Lambda_n - \mu_n \frac{\sigma_n}{n} h\right\} \to e^{h^2/2}
\]
as $n \to \infty$ for all $h$ with $|h| < \delta_0$. Let $r_n = (\log(1 - \frac{p}{n}))^{1/2}$ for all $n \geq 3$. From the definition of $\sigma_n^2$ and (5.52), it is evident that
\[
\frac{nt}{2} = \frac{h}{2\sigma_n} = O\left(\frac{1}{r_{n-1}}\right)
\]
as \( n \to \infty \). Set \( m = n - 1 \). Take \( s = 0 \) and replace \( t \) with \( \frac{nt}{2} \) in Lemma 5.4. We obtain from (5.56) that

\[
\log \frac{\Gamma_p((n(1+t) - 1)/2)}{\Gamma_p((n - 1)/2)} = \log \frac{\Gamma_p(m/2 + nt/2)}{\Gamma_p(m/2)}
\]

(5.57)

\[
= \frac{npt}{2} \left( \log m - 1 - \log 2 \right) + r_m^2 \left[ \frac{n^2 t^2}{4} - \frac{1}{2} \left( p - m + \frac{1}{2} \right) nt \right] + o(1)
\]

\[
= \frac{npt}{2} \left( \log m - 1 - \log 2 \right) + \frac{n^2 r_m^2}{4} t^2 + \frac{1}{4} (2n - 2p - 3)nr_m^2 t + o(1)
\]

as \( n \to \infty \). Use the fact \( \log(1+s) = s - \frac{s^2}{2} + o(s^3) \) as \( s \to 0 \) to have

\[
(1 + t) \log(1 + t) = (1 + t) \left( t - \frac{t^2}{2} + o(t^3) \right) = t + \frac{t^2}{2} + O(t^3)
\]

as \( n \to \infty \) since \( \lim_{n \to \infty} t = \lim_{n \to \infty} tn = 0 \). It follows that

\[
\log(1 + t) - np(1 + t)/2 = -\frac{1}{2} np(1 + t) \log(1 + t) = -\frac{1}{2} np \left( t + \frac{t^2}{2} \right) + O(np t^3)
\]

as \( n \to \infty \). Thus, by (5.54),

\[
\log E(\Lambda_n^p)
\]

(5.58)

\[
= \frac{npt}{2} \log \frac{2e}{n} - \frac{1}{2} np \left( t + \frac{t^2}{2} \right) + \frac{npt}{2} \left( \log m - 1 - \log 2 \right) + \frac{n^2 r_m^2}{4} t^2 + \frac{1}{4} (2n - 2p - 3)nr_m^2 t + O(np t^3) + o(1)
\]

\[
= \frac{1}{4} (n^2 r_m^2 - np)t^2 + \frac{npt}{2} \log \left( 1 - \frac{1}{n} \right) + \frac{1}{4} [(2n - 2p - 3)nr_m^2 - 2np] t + o(1)
\]

(5.59)

where the sum of the first and third terms in (5.58) gives the second term in (5.59), and \( O(np t^3) = o(1) \) as \( n \to \infty \) by the definition of \( t \) and (5.52). Now,

\[
\frac{1}{4} (n^2 r_m^2 - np)t^2 = \frac{1}{4} n^2 \left( r_m^2 - \frac{p}{m} \right) t^2 + \frac{1}{4} n^2 \left( \frac{p}{m} - \frac{p}{n} \right) t^2
\]

\[
= \frac{1}{4} n^2 \left( r_m^2 - \frac{p}{m} \right) t^2 + o(1)
\]

since \( \frac{1}{4} n^2 (\frac{p}{m} - \frac{p}{n}) t^2 = O(pt^2) = o(1) \) as \( n \to \infty \) by the definition of \( t \) and (5.52). Also,

\[
\frac{npt}{2} \log \left( 1 - \frac{1}{n} \right) = \frac{npt}{2} \left( -\frac{1}{n} + O \left( \frac{1}{n^2} \right) \right) = -\frac{pt}{2} + o(1)
\]
as \( n \to \infty \). Joining the above two assertions and (5.59), recalling the definitions of \( \mu_n \) and \( \sigma_n \), we get

\[
\log E(\Lambda_n) = \frac{1}{2} n^2 t^2 \cdot \frac{1}{2} \left( r_m^2 - \frac{p}{m} \right) + \frac{1}{4} \left[ (2n - 2p - 3)n r_m^2 - 2(n + 1)p \right] t + o(1)
\]

\[
\frac{n^2 \sigma_n^2 t^2}{2} + \mu_n t + o(1) = \frac{h^2}{2} + \mu_n t + o(1)
\]

as \( n \to \infty \) for all \( h \) with \(|h| < \delta_0\) since \( t = n t_n = \frac{h}{n \sigma_n} \). Therefore, we eventually conclude

\[
\log E \exp \left\{ \frac{\log \Lambda_n - \mu_n h}{n \sigma_n} \right\} = \log E(\Lambda_n) - \mu_n t \to \frac{h^2}{2}
\]

as \( n \to \infty \) for all \( |h| < \delta_0 \), which is (5.55). The proof is complete. \( \square \)

5.7. Proof of Theorem 6.

**Lemma 5.10.** Let \( R_n \) be the correlation matrix with the density function as in (2.26). Assume \( n - 5 \geq p \geq 2 \). Then,

\[(5.60) \quad E[|R_n|^t] = \left[ \frac{\Gamma((n - 1)/2)}{\Gamma((n - 1)/2 + t)} \right]^p \cdot \frac{\Gamma_p((1/2)(n - 1) + k)}{\Gamma_p((1/2)(n - 1))}
\]

for all \( t \geq -1 \).

In the literature such as Muirhead (1982) and Wilks (1932), the above formula is only valid for integer \( t \geq -1 \). The above lemma says that it is actually true for all real numbers \( t \geq -1 \).

**Proof of Lemma 5.10.** Recall (2.25), \( R_n \) is a \( p \times p \) nonnegative definite matrix and each of its entries takes value in \([-1, 1]\), thus the determinant \( |R_n| \leq 1 \). By (9) on page 150 from Muirhead (1982) or (48) on page 492 from Wilks (1932),

\[(5.61) \quad E[|R_n|^k] = \left[ \frac{\Gamma((n - 1)/2)}{\Gamma((n - 1)/2 + k)} \right]^p \cdot \frac{\Gamma_p((1/2)(n - 1) + k)}{\Gamma_p((1/2)(n - 1))}
\]

for any integer \( k \) such that \( \frac{n - 1}{2} + k > \frac{p - 1}{2} \) by (5.8), which is equivalent to that \( n - p > -2k \). By the given condition, \( n - p \geq 5 \). Thus, (5.61) holds for all \( k \geq -2 \). In particular, \( E[|R_n|^{-2}] < \infty \). Since \( |R_n| \) is bounded, this implies that

\[(5.62) \quad E[|R_n|^{-1}] < \infty \quad \text{and} \quad E[|R_n|^{-1} \log |R_n||] < \infty.
\]

Now set \( Z = -\log(|R_n|/p!) \). Then \( P(Z > 0) = 1, E(Z e^Z) < \infty \) by (5.62) and

\[(5.63) \quad h_1(z) := (p!)^{-(z-1)} \cdot E[|R_n|^{-1}] = E e^{-(z-1)Z}
\]
for all $\text{Re}(z) \geq 0$. It is not difficult to check that $\frac{d}{dz} (Ee^{-z}Z) = -E[Ze^{-z}Z]$ for all $\text{Re}(z) \geq 0$. Further, by (5.62) again, $|h_1(z)| \leq p! \cdot E[|R_n|^{-1}] < \infty$ on $\{z \in \mathbb{C}; \text{Re}(z) \geq 0\}$. Therefore, $h_1(z)$ is analytic and bounded on $\{z \in \mathbb{C}; \text{Re}(z) \geq 0\}$.

Define

$$h_2(z) = (p!)^{-1} \left( \frac{\Gamma((n-1)/2)}{\Gamma((n-1)/2+z-1)} \right)^p \times \frac{\Gamma_p((n-1)/2+z-1)}{\Gamma_p((1/2)(n-1))}$$

(5.64)

for $\text{Re}(z) \geq 0$. By the Carlson uniqueness theorem [see, e.g., Theorem 2.8.1 on page 110 from Andrews, Askey and Roy (1999)], if we know that $h_2(z)$ is also bounded and analytic on $\{z \in \mathbb{C}; \text{Re}(z) \geq 0\}$, since $h_1(z) = h_2(z)$ for all $z = 0, 1, 2, \ldots$, we obtain that $h_1(z) = h_2(z)$ for all $\text{Re}(z) \geq 0$. This implies our desired conclusion. Thus, we only need to check that $h_2(z)$ is bounded and analytic on $\{z \in \mathbb{C}; \text{Re}(z) \geq 0\}$. To do so, reviewing (5.8), it suffices to show

$$h_3(z) := \prod_{i=2}^{p} \frac{\Gamma((n-i)/2+z-1)}{\Gamma((n-i)/2+z-1)}$$

(5.65)

is bounded and analytic on $\{z \in \mathbb{C}; \text{Re}(z) \geq 0\}$. Noticing $\frac{3}{2} \leq \frac{n-i}{2} - 1 \leq \frac{n-2}{2} - 1$ for all $2 \leq i \leq p$, to show that, it is enough to prove

$$h(z) := \frac{\Gamma(\alpha + z)}{\Gamma(\beta + z)}$$

(5.66)

is bounded and analytic on $\{z \in \mathbb{C}; \text{Re}(z) \geq 0\}$ for all fixed $\beta > \alpha > 0$. This is confirmed by Lemma A.1 in the Appendix.

**Proof of Theorem 6.** First, since $\log(1-x) < -x$ for all $x < 1$, we know $\sigma_n^2 > 0$ for all $n \geq 3$ since $n-1 > p \geq 1$ for all $n \geq 3$ by the assumption. Now, from the given condition, it is easy to see

$$\lim_{n \to \infty} \sigma_n^2 = \begin{cases} -2[y + \log(1-y)], & \text{if } y < 1; \\ +\infty, & \text{if } y = 1. \end{cases}$$

(5.67)

Trivially, the limit is always positive for $y \in (0, 1]$. Consequently,

$$\delta_0 := \inf\{\sigma_n; n \geq 3\} > 0.$$

To finish the proof, by (5.10) it is enough to show that

$$E \exp\left\{ \frac{\log |R_n| - \mu_n}{\sigma_n} s \right\} \to e^{s^2/2}$$

(5.68)

as $n \to \infty$ for all $s$ such that $|s| < \delta_0/2.$
Fix $s$ such that $|s| < \delta_0/2$. Set $t = s/\sigma_n$. Then $|t| < 1/2$ for all $n \geq 3$. Thus, by Lemma 5.1 for the second case,

$$
\log \left[ \frac{\Gamma((n-1)/2)}{\Gamma((n-1)/2 + t)} \right]^p = -p \cdot \log \frac{\Gamma((n-1)/2 + t)}{\Gamma((n-1)/2)}
$$

(5.69)

$$
= -p \left( t \log \frac{n-1}{2} + \frac{t^2 - t}{n-1} + O\left(\frac{1}{n^2}\right) \right)
$$

$$
= -pt \left[ \log(n-1) - \log 2 \right] - \frac{p}{n-1} (t^2 - t) + o(1)
$$

as $n \to \infty$. Second, it is easy to see that

$$
t^2\sigma_n^2 = \frac{r_n^2}{\sigma_n^2} s^2 \to \begin{cases} 
\frac{s^2}{2} \log(1 - y) \log(1 - y), & \text{if } y \in (0, 1); \\
\frac{s^2}{2}, & \text{if } y = 1
\end{cases}
$$

as $n \to \infty$, where $r_n = (-\log(1 - \frac{p}{n}))^{1/2}$ for all $n \geq 3$. In particular, $t = O(1/r_n^{-1})$ as $n \to \infty$. Therefore, by Lemma 5.4,

$$
\log \frac{\Gamma_p((n-1)/2 + t)}{\Gamma_p((n-1)/2)}
$$

$$
= pt \left[ \log(n-1) - 1 - \log 2 \right] + r_n^2 \left[ t^2 - \left( p - n + \frac{3}{2} \right) t \right] + o(1)
$$

as $n \to \infty$. By the given condition, $R_n$ has the density function as in (2.26). Therefore, from (5.60) and (5.69) we conclude that

$$
\log E[ |R_n|^t ] = \left( r_n^2 - \frac{p}{n-1} \right) t^2 - \left[ p - \frac{p}{n-1} + \left( p - n + \frac{3}{2} \right) r_n^2 \right] t + o(1)
$$

$$
= \frac{s^2}{2} + \mu_n t + o(1)
$$

as $n \to \infty$ since $t = s/\sigma_n$ and $\sigma_n^2 = 2(r_n^2 - \frac{p}{n-1})$. This implies that

$$
E \exp \left\{ \frac{\log |R_n| - \mu_n}{\sigma_n}s \right\} = e^{-\mu_n t} E[ |R_n|^t ] \to e^{s^2/2}
$$

as $n \to \infty$ for any $|s| < \delta_0/2$. We get (5.68). □

APPENDIX

In this section we give a lemma on the complex analysis needed to prove Lemma 5.10.
Lemma A.1. Let $\Gamma(z)$ be the Gamma function defined on the complex plane $\mathbb{C}$. Let $\beta > \alpha > 0$ be two constants. Then

$$h(z) := \frac{\Gamma(\alpha + z)}{\Gamma(\beta + z)}$$

is bounded and analytic on \{ $z \in \mathbb{C}; \text{Re}(z) \geq 0$ \}.

Proof. It is known that $\Gamma(z)$ is a meromorphic function, and all of its poles are simple poles at $z = 0, -1, -2, \ldots$ Also $\Gamma(z)$ has no zeros on the complex plane $\mathbb{C}$; see, for example, page 199 from Ahlfors (1979) or page 364 from Gamelin (2001). Thus, $h(z)$ is analytic for all $\text{Re}(z) \geq 0$. On the other hand, by Euler’s formula [see, e.g., page 199 from Ahlfors (1979) or page 363 from Gamelin (2001)],

$$\frac{1}{\Gamma(z)} = ze^{\gamma z} \prod_{k=1}^{\infty} \left(1 + \frac{z}{k}\right)e^{-z/k}$$

for all $z \in \mathbb{C}$, where $\gamma = 0.5772, \ldots$ is the Euler constant. Hence,

$$h(z) = \frac{z + \beta}{z + \alpha} \cdot e^{\gamma(\beta - \alpha)} \cdot \prod_{k=1}^{\infty} \frac{k + z + \beta}{k + z + \alpha} \cdot e^{-(\beta - \alpha)/k}$$

for all $\text{Re}(z) \geq 0$. Since $|k + z + \alpha| \geq k + \alpha$ for all $\text{Re}(z) \geq 0$, we have

$$\left|\frac{k + z + \beta}{k + z + \alpha}\right| = \left|1 + \frac{\beta - \alpha}{k + z + \alpha}\right| \leq 1 + \frac{\beta - \alpha}{k + \alpha} \leq \exp\left\{\frac{\beta - \alpha}{k + \alpha}\right\}$$

for all $\text{Re}(z) \geq 0$. Consequently,

$$\left|\prod_{k=1}^{\infty} \frac{k + z + \beta}{k + z + \alpha} \cdot e^{-(\beta - \alpha)/k}\right| \leq \exp\left\{-\sum_{k=1}^{\infty} \frac{(\beta - \alpha)\alpha}{k(k + \alpha)}\right\} \leq 1$$

for all $\text{Re}(z) \geq 0$ since $\beta > \alpha > 0$. Obviously, $\frac{z + \beta}{\beta + z}$ is bounded on \{ $z \in \mathbb{C}; \text{Re}(z) \geq 0$ \}. By (A.2) and the first paragraph, we know $h(z)$ is bounded and analytic on \{ $z \in \mathbb{C}; \text{Re}(z) \geq 0$ \}. □
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