On the applicability of regenerative simulation in Markov chain Monte Carlo
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We consider the central limit theorem and the calculation of asymptotic standard errors for the ergodic averages constructed in Markov chain Monte Carlo. Chan & Geyer (1994) established a central limit theorem for ergodic averages by assuming that the underlying Markov chain is geometrically ergodic and that a simple moment condition is satisfied. While it is relatively straightforward to check Chan and Geyer’s conditions, their theorem does not lead to a consistent and easily computed estimate of the variance of the asymptotic normal distribution. Conversely, Mykland et al. (1995) discuss the use of regeneration to establish an alternative central limit theorem with the advantage that a simple, consistent estimator of the asymptotic variance is readily available. However, their result assumes a pair of unwieldy moment conditions whose verification is difficult in practice. In this paper, we show that the conditions of Chan and Geyer’s theorem are sufficient to establish Mykland et al.’s central limit theorem. This result, in conjunction with other recent developments, should pave the way for more widespread use of the regenerative method in Markov chain Monte Carlo. Our results are illustrated in the context of the slice sampler.
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1. Introduction

Suppose we want to know the value of $E_{\pi}g := \int_{\mathcal{X}} g(x) \pi(dx)$, where $\pi$ is a probability distribution with support $\mathcal{X}$ and $g$ is a real-valued, $\pi$-integrable function on $\mathcal{X}$. Further suppose that this integral cannot be evaluated analytically nor by standard quadrature methods, and that classical Monte Carlo methods are not an option as obtaining independent and identically distributed draws from $\pi$ is prohibitively difficult. In such a case, we might resort to Markov chain Monte Carlo methods which we now explain.

Suppose that $\Phi = \{X_0, X_1, X_2, \ldots\}$ is an aperiodic, irreducible, positive Harris recurrent Markov chain with state space $\mathcal{X}$ and invariant distribution $\pi$; for definitions see Meyn & Tweedie (1993, Part I). The Ergodic Theorem implies that, with probability 1,

$$\bar{g}_n := \frac{1}{n} \sum_{i=0}^{n-1} g(X_i) \to E_{\pi}g \quad \text{as } n \to \infty. \quad (1)$$

The Markov chain Monte Carlo method entails constructing a Markov chain $\Phi$ satisfying the regularity conditions described above and then simulating $\Phi$ for a finite number of steps, $n$ say, and using $\bar{g}_n$ as an estimate of $E_{\pi}g$. The popularity of the Markov chain Monte Carlo method is due to the ease with which such a $\Phi$ can be constructed and simulated (Robert & Casella, 1999, Ch. 6-7).

An important question that has received too little attention in the Markov chain Monte Carlo literature is that of how we construct a legitimate asymptotic standard error for $\bar{g}_n$. If the $X_i$'s comprising (1) were independent and identically distributed from $\pi$ and $E_{\pi}g^2 < \infty$ then, by the central limit theorem,

$$\sqrt{n} (\bar{g}_n - E_{\pi}g) \to \mathcal{N} \left\{ 0, E_{\pi}g^2 - (E_{\pi}g)^2 \right\},$$

in distribution, and the obvious moment estimator of the variance of the asymptotic distribution is consistent. Unfortunately, when the $X_i$'s comprising (1) follow a Markov chain, the condition $E_{\pi}g^2 < \infty$ is no longer sufficient for a central limit theorem to hold. Indeed, the Markov chain must mix quickly in order to allow central limit theorems. Making this precise
requires a couple of definitions. For $n \in \mathbb{N} := \{1, 2, 3, \ldots\}$ let $P^n(x, dy)$ be the $n$-step Markov transition kernel; i.e., for $x \in \mathcal{X}$ and a measurable set $A$, $P^n(x,A) = \text{pr}(X_n \in A|X_0 = x)$. The assumptions we have made so far about $\Phi$ guarantee that
\[
\|P^n(x, \cdot) - \pi(\cdot)\| \downarrow 0 \quad \text{as } n \to \infty,
\]
where the left-hand side is the total variation distance between $P^n(x, \cdot)$ and $\pi(\cdot)$, that is, the supremum over measurable $A$ of $|P^n(x, A) - \pi(A)|$. We say that $\Phi$ is geometrically ergodic if this convergence occurs at a geometric rate; that is, if there exists a constant $0 < t < 1$ and a function $M : \mathcal{X} \to \mathbb{R}^+$ such that, for any $x \in \mathcal{X}$,
\[
\|P^n(x, \cdot) - \pi(\cdot)\| \leq M(x) t^n
\]
for all $n \in \mathbb{N}$. Chan & Geyer (1994) have shown that geometric ergodicity along with a moment condition on the function $g$ guarantee a central limit theorem. Here is their theorem.

**Theorem 1.** Suppose that $\Phi = \{X_0, X_1, X_2, \ldots\}$ is an aperiodic, irreducible, positive Harris recurrent Markov chain with invariant distribution $\pi$. If $\Phi$ is geometrically ergodic and $E_\pi |g|^{2+\varepsilon} < \infty$ for some $\varepsilon > 0$, then
\[
\sqrt{n} \left( \bar{g}_n - E_\pi g \right) \to N(0, \gamma_g^2),
\]
in distribution, where
\[
\gamma_g^2 = \text{var}_\pi \{g(X_0)\} + 2 \sum_{i=1}^{\infty} \text{cov}_\pi \{g(X_0), g(X_i)\}.
\]

**Remark 1.** Roberts & Rosenthal (1997) have shown that, if $\Phi$ is reversible, the same result holds without the $\varepsilon$; that is, a finite second moment is sufficient. See also Kipnis & Varadhan (1986). Furthermore, the necessity of the $\varepsilon$ in the non-reversible case is an open question; that is, no one has given an example of a geometrically ergodic chain such that the central limit theorem fails to hold for a function $g$ with $E_\pi g^2 < \infty$. 
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Remark 2. It is well known that geometric convergence is not necessary for central limit theorems. On the other hand, the central limit theorems that involve weaker assumptions on the convergence rate of $\Phi$ do not hold for all functions with a $2+\varepsilon$ moment. For example, the central limit theorem in Corollary 7.3 of Nummelin (1984) holds for bounded functions and the central limit theorem given in Chan (1993) holds for a single function. This attitude is summed up concisely by Roberts & Rosenthal (1998a) who state that ‘While not the weakest condition to imply central limit theorems, geometric ergodicity is one of the easiest to check and leads to clean statements.’

Making practical use of Chan and Geyer’s result requires (i) showing that $E_\pi |g|^{2+\varepsilon} < \infty$, (ii) establishing that $\Phi$ converges at a geometric rate, and (iii) finding an easily computed yet consistent estimate of $\gamma_g^2$. Since one must establish a moment condition for $g$ even in the independent and identically distributed case, (i) is not unduly restrictive.

Regarding (ii), during the last ten or so years, many standard Markov chains used in Markov chain Monte Carlo have been shown to be geometrically ergodic; see for example Meyn & Tweedie (1994), Mengersen & Tweedie (1996), Roberts & Tweedie (1996), Hobert & Geyer (1998), Roberts & Rosenthal (1998b), Roberts & Rosenthal (1999) and Jarner & Hansen (2000). However, there are still many chains used in Markov chain Monte Carlo to which these results do not apply. The most straightforward method of establishing that a Markov chain is geometrically ergodic is through the development of drift and minorisation conditions (Meyn & Tweedie, 1993, Ch. 15); see Jones & Hobert (2001) for an introduction to these ideas. In our opinion, (ii) is becoming less and less of a problem as time passes.

Remark 3. If a drift condition is used to establish that $\Phi$ is geometrically ergodic, then it may not be necessary to verify that $E_\pi |g|^{2+\varepsilon} < \infty$. To be specific, one method of establishing geometric ergodicity entails finding a function $V : \mathcal{X} \mapsto [1, \infty)$ and a petite set $C$ such that for all $x \in \mathcal{X}$,

$$E \{ V(X_{n+1}) | X_n = x \} \leq \lambda V(x) + b I_C(x),$$

where $\lambda \in (0, 1)$, $b < \infty$ and $I$ is the usual indicator function; see Meyn & Tweedie (1993, Part III). This drift condition actually implies that a central limit theorem holds for every
function \( g \) such that \( g^2(x) \leq V(x) \) for all \( x \in \mathcal{X} \).

Unfortunately, (iii) is often a problem; finding an easily computed, consistent estimate of \( \gamma_g^2 \) can be quite challenging. Many estimators of \( \gamma_g^2 \) have been suggested in the operational research and time series literatures. Two of the most commonly used methods are batch means (Bratley et al., 1987, Ch. 3) and window estimators (Geyer, 1992). The method of batch means is popular because it is easily implemented, but it is well known that this method will not produce a consistent estimator of \( \gamma_g^2 \) as long as the batch sizes are fixed. Generally speaking, it is possible to impose enough regularity conditions to ensure consistency of window estimators (Geyer, 1992; Priestley, 1981, Ch. 6). However, the optimal choice of lag window is often unclear and, in general, window estimators are quite computationally intensive. Another disadvantage of batch means and window estimators is that they tend to be more effective when the chain is stationary. Thus it may be necessary to ascertain an appropriate burn-in period in order to use these methods effectively (see e.g. Bratley et al., 1987, Ch. 3; Ripley, 1987, Ch. 6).

Fortunately, there is an alternative central limit theorem that allows one to construct legitimate asymptotic standard errors without having to estimate \( \gamma_g^2 \) directly and without having to worry about burn-in. The basic idea is as follows. By identifying random times at which \( \Phi \) probabilistically restarts itself, we can represent \( \tilde{g}_n \) as the ratio of two empirical averages each involving independent and identically distributed terms. This allows us to write the central limit theorem for \( \tilde{g}_n \) in a slightly different way such that there is an obvious, easily computed, consistent estimator of the variance of the asymptotic normal distribution. This method is known as regenerative simulation and does not require that the Markov chain be stationary. In fact, the initial value is drawn from a prescribed distribution. Given these advantages, it is not surprising that regenerative simulation, when available, is considered the preferred method for variance estimation (Bratley et al., 1987, Ch. 3).

A major stumbling block that has prevented more widespread use of regenerative simulation in the Markov chain Monte Carlo context is the pair of complicated moment conditions that must be verified in order to ensure that the alternative central limit theorem, upon
which regenerative simulation is based, holds. Mykland et al. (1995) introduced the statistical community to regenerative simulation as a way of calculating standard errors of estimators based on Markov chain Monte Carlo, but these authors did not address the problem of verifying these moment conditions. In this paper, we provide a solution to this problem.

In the next section, we discuss regenerative simulation and the moment assumptions that are necessary to make legitimate use of regenerative simulation in the Markov chain Monte Carlo context. This section also contains a statement of our main result, Theorem 2, which provides a checkable sufficient condition that guarantees that the moment conditions are satisfied. The proof of Theorem 2 is given in § 3, and our results are illustrated using the slice sampler in § 4.

2. Minorisation, Regeneration and the Central Limit Theorem

In order to use regenerative simulation in Markov chain Monte Carlo, we need a minorisation condition on \( \Phi \); that is, we need a function \( s : \mathcal{X} \to [0, 1] \) for which \( E_x s > 0 \) and a probability measure \( Q \) such that, for all \( x \in \mathcal{X} \) and all measurable sets \( A \),

\[
P(x, A) \geq s(x) Q(A).
\] (5)

Nummelin (1984) calls \( s \) a ‘small function’ and \( Q \) a ‘small measure’. When \( \mathcal{X} \) is countable, it is trivial to establish (5) by fixing a point \( x^* \in \mathcal{X} \) and taking \( s(x) = I(x = x^*) \) and \( Q(\cdot) = P(x^*, \cdot) \), but our assumptions about \( \Phi \) do not guarantee the existence of an \( s \) and a \( Q \) satisfying (5) for general \( \mathcal{X} \) and \( P \); they do guarantee the existence of a \( k \geq 1 \) such that a minorisation condition holds for the \( k \)-step transition kernel, \( P^k \), but it may be difficult to exploit this in practice. Generally speaking, it can be very difficult, if not impossible, to establish a viable minorisation condition for a complex Markov chain Monte Carlo algorithm. Fortunately, Mykland et al. (1995) and Rosenthal (1995) have given recipes for constructing \( s \) and \( Q \) satisfying (5) for many of the Gibbs samplers and Metropolis–Hastings algorithms that arise in Markov chain Monte Carlo. Jones & Hobert (2001) use simple examples to
demonstrate techniques for constructing $s$ and $Q$.

This minorisation condition can be used to divide the Markov chain into independent and identically distributed blocks. To be specific, note that (5) allows us to write $P(x, dy)$ as a mixture of two distributions,

$$
P(x, dy) = s(x) Q(dy) + \{1 - s(x)\} R(x, dy),$$

(6)

where $R(x, dy) := \{1 - s(x)\}^{-1} \{P(x, dy) - s(x) Q(dy)\}$ is called the residual distribution; define $R(x, dy)$ as 0 if $s(x) = 1$. In practice, this mixture can be used to generate $X_{i+1}$ sequentially as follows. Given $X_i = x$, generate $\delta_i \sim \text{Ber}\{s(x)\}$. If $\delta_i = 1$, then draw $X_{i+1} \sim Q(\cdot)$; otherwise draw $X_{i+1} \sim R(x, \cdot)$. This is actually a recipe for simulating the so-called ‘split chain’ (Athreya & Ney, 1978; Nummelin, 1978, 1984)

$$
\Phi' = \{(X_0, \delta_0), (X_1, \delta_1), (X_2, \delta_2), \ldots \},
$$

which has state space $\mathcal{X} \times \{0, 1\}$ and Markov transition kernel

$$
P' \{(x, \delta), dy \times \rho\} = \begin{cases} 
Q(dy) s(y)^{\rho} \{1 - s(y)\}^{1-\rho}, & \text{if } \delta = 1, \\
R(x, dy) s(y)^{\rho} \{1 - s(y)\}^{1-\rho}, & \text{if } \delta = 0,
\end{cases}
$$

(7)

where $\delta, \rho \in \{0, 1\}$ (Nummelin, 1984, § 4.4). Note that the split chain, $\Phi'$, retains the key properties, namely aperiodicity, irreducibility, and positive Harris recurrence, of the original chain, $\Phi$ (Nummelin, 1984, § 4.4).

Let $(X_0, \delta_0)$ be the starting value for $\Phi'$. The split chain is defined in such a way that, given $X_i$, the distribution of $\delta_i$ is $\text{Ber}\{s(X_i)\}$. Thus, whenever we discuss starting $\Phi'$, we only specify a distribution for $X_0$ and we use $E_Q$ and $E_\pi$ to denote expectation for both the split chain $\Phi'$ and the marginal chain $\Phi$ started with $X_0 \sim Q(\cdot)$ and $X_0 \sim \pi(\cdot)$, respectively.

If $\delta_i = 1$, then time $i + 1$ is a ‘regeneration time’ when $\Phi'$ probabilistically restarts itself. To be specific, suppose we start $\Phi'$ with $X_0 \sim Q$. Then, each time that $\delta_i = 1$, $X_{i+1} \sim Q$ and the chain is, in effect, probabilistically starting over again.

Remark 4. Sampling directly from the residual distribution can be problematic. Fortunately, there is a simple and clever way around this. If we write the transition as $X_i \rightarrow \delta_i \rightarrow X_{i+1}$,
we need to generate from \((\delta_i, X_{i+1})|X_i\). Above, we suggested doing this by first drawing from \(\delta_i|X_i\) and then drawing from \(X_{i+1}|\delta_i, X_i\), which, if \(\delta_i = 0\), entails simulation from \(R(X_i, dy)\). Mykland et al. (1995) note that simulating from the residual density can be avoided by first drawing from \(X_{i+1}|X_i\), in the usual way, and then drawing from \(\delta_i|X_i, X_{i+1}\). Nummelin (1984, p.62) notes that

\[
\Pr(\delta_i = 1|X_i, X_{i+1}) = \frac{s(X_i) q(X_{i+1})}{k(X_{i+1}|X_i)},
\]

where \(q(\cdot)\) and \(k(\cdot|x)\) are densities corresponding to \(Q(\cdot)\) and \(P(x, \cdot)\).

We now explain how this regenerative structure can be exploited to construct an alternative central limit theorem that leads to a simple method for computing asymptotic standard errors; see Geyer & Thompson (1995) and Ripley (1987, Ch. 6) for similar developments. Assume that \(\Phi'\) is started with \(X_0 \sim Q(\cdot)\). Let \(0 = \tau_0 < \tau_1 < \tau_2 < \cdots\) be the random regeneration times; i.e., \(\tau_{i+1} = \min\{t > \tau_t: \delta_{i-1} = 1\}\). Also assume that \(\Phi'\) is run for a fixed number, \(R\), of tours, that is, the simulation is stopped on the \(R\)th occasion that a \(\delta_i = 1\). Thus, the total length of the simulation, \(\tau_R\), is random. Let \(N_t\) be the length of the \(t\)th tour, that is, \(N_t = \tau_t - \tau_{t-1}\), and define

\[
S_t = \sum_{j=\tau_{t-1}}^{\tau_t-1} g(X_j)
\]

for \(t = 1, \ldots, R\). The \((N_t, S_t)\) pairs are independent and identically distributed since each is based on a different tour. Let \(\bar{N}\) be the average tour length, that is, \(\bar{N} = R^{-1} \sum_{t=1}^{R} N_t\) and, analogously, let \(\bar{S} = R^{-1} \sum_{t=1}^{R} S_t\). Note that \(\tau_R \to \infty\) with probability 1 as \(R \to \infty\). This combined with the Ergodic Theorem yields

\[
\bar{g}_{\tau_R} = \frac{\sum_{t=1}^{R} S_t}{\sum_{t=1}^{R} N_t} = \frac{\bar{S}}{\bar{N}} = \frac{1}{\tau_R} \sum_{j=0}^{\tau_R-1} g(X_j) \to E_\pi g
\]

with probability 1 as \(R \to \infty\).

By Kac’s theorem, \(E_Q(N_1) = 1/(E_\pi g) < \infty\). It follows from the Strong Law of Large Numbers that \(\bar{N} \to E_Q(N_1)\) with probability 1 as \(R \to \infty\), which together with (9) implies
that $\bar{S} \to E_Q(N_1) E_{\pi g}$ with probability 1 as $R \to \infty$. Thus, it must be true that $E_Q |S_1| < \infty$. Appealing to the Strong Law again, we know that $\bar{g}_{\tau R}$ converges almost surely to $E_Q(S_1)/E_Q(N_1)$. Therefore, $E_Q(S_1) = E_Q(N_1) E_{\pi g}$ and hence the random variables $S_t - N_t E_{\pi g} \cdot t = 1, \ldots, R$, are independent and identically distributed with mean zero. Then, if $E_Q N_1^2$ and $E_Q S_1^2$ are both finite, we can appeal to the central limit theorem to show that

$$\sqrt{R} (\bar{g}_{\tau R} - E_{\pi g}) = \frac{1}{N} R^{-\frac{1}{2}} \sum_{t=1}^{R} (S_t - N_t E_{\pi g}) \to \frac{1}{E_Q(N_1)} N[0, E_Q \{ (S_1 - N_1 E_{\pi g})^2 \} ,$$

in distribution. Thus, also in distribution,

$$\sqrt{R} (\bar{g}_{\tau R} - E_{\pi g}) \to N(0, \sigma_g^2), \quad (10)$$

where

$$\sigma_g^2 = \frac{E_Q \{(S_1 - N_1 E_{\pi g})^2\}}{\{E_Q(N_1)^2\}}.$$

The advantage of (10) over (4) is that there is an obvious and easily computed consistent estimator of $\sigma_g^2$. Indeed, consider the estimator

$$\hat{\sigma}_g^2 = \frac{\sum_{t=1}^{R} (S_t - \bar{g}_{\tau R} N_t)^2}{RN^2}. \quad (11)$$

A straightforward calculation shows that the difference between $\hat{\sigma}_g^2$ and

$$\frac{1}{N^2} \frac{1}{R} \sum_{t=1}^{R} (S_t - N_t E_{\pi g})^2 \quad (12)$$

converges almost surely to 0 as $R \to \infty$. Thus, since (12) is consistent, so is $\hat{\sigma}_g^2$.

There is another important advantage of regenerative simulation over other methods. The regenerative simulation method does not require the Markov chain to be stationary. In fact, the algorithm dictates that $X_0 \sim Q(\cdot)$. Therefore, burn-in is not an issue.

We reiterate that it may be difficult, if not impossible, to establish the minorisation condition necessary for the implementation of the regenerative simulation procedure. However, in our experience, once such a minorisation condition is established, implementing the procedure is nearly trivial. Some applications of regenerative simulation are discussed in Geyer & Thompson (1995), Gilks et al. (1998), Jones & Hobert (2001) and Robert (1995).
Recall that the derivation of the central limit theorem (10) requires the assumption that $E_QN_1^2$ and $E_QS_1^2$ are both finite. In practice, this needs to be verified before one can make legitimate use of the regenerative method. Given Chan & Geyer’s (1994) result, one might hope that geometric ergodicity of $\Phi$ along with $E_\pi|g|^{2+\varepsilon} < \infty$ would imply that $E_QN_1^2$ and $E_QS_1^2$ are finite. Our main result shows that this is indeed the case.

**Theorem 2.** Let $\Phi = \{X_0, X_1, X_2, \ldots\}$ be an aperiodic, irreducible, positive Harris recurrent Markov chain with invariant distribution $\pi$. Assume that (5) holds. If $\Phi$ is geometrically ergodic and $E_\pi|g|^{2+\varepsilon} < \infty$ for some $\varepsilon > 0$, then $E_QN_1^2$ and $E_QS_1^2$ are both finite.

This theorem shows that, in conjunction with the minorisation condition (5), the conditions of Chan & Geyer’s (1994) central limit theorem are sufficient to assure asymptotic normality of $\bar{g}_{\tau_R}$ and the consistency of the variance estimator $\hat{\sigma}_g^2$ given in (11). Note also that the conclusions of Theorem 2 are precisely the moment conditions required by the central limit theorem given in Theorem 17.2.2 of Meyn & Tweedie (1993), thus providing an alternative proof of Chan & Geyer’s (1994) central limit theorem, though again with the additional assumption of the minorisation condition (5). Since a minorisation condition is generally established en route to verifying geometric ergodicity, this additional requirement is not as stringent as it may first appear. Since it is also the key element that make regenerative simulation and the variance estimator $\hat{\sigma}_g^2$ possible, the practical payoff is great when an appropriate minorisation condition can be developed for a given problem.

**Remark 5.** Of course, the two central limit theorems (4) and (10) are closely connected. Note that

$$\sqrt{R} (\bar{g}_{\tau_R} - E_\pi g) = \frac{1}{\sqrt{\tau_R/R}} \sqrt{\tau_R} (\bar{g}_{\tau_R} - E_\pi g).$$

Thus, if $\tau_R$ were a deterministic sequence satisfying $\tau_R/R \to 1/E_\pi(s)$ as $R \to \infty$, it would follow from (4) that $\sqrt{R} (\bar{g}_{\tau_R} - E_\pi g) \to N(0, \gamma^2 g E_\pi s)$, in distribution, and hence that $\sigma^2 = \gamma^2 g E_\pi s$ in (10). In fact, the proof of Meyn & Tweedie’s (1993) Theorem 17.2.2 shows that this remains true despite the fact that $\tau_R$ is actually a random sequence converging to $\infty$ with probability 1.
3. Proof of the Main Result

**Lemma 1.** Let $\Phi = \{X_0, X_1, X_2, \ldots\}$ be an aperiodic, irreducible, positive Harris recurrent Markov chain with invariant distribution $\pi$. Assume that (5) holds. Then for any function $h : X^\infty \to \mathbb{R}$ we have that

$$E_\pi|h(X_0, X_1, \ldots)| \geq c E_Q|h(X_0, X_1, \ldots)|,$$

where $c = E_\pi s$.

**Proof.** For any measurable set $A$ it follows from (5) that

$$\pi(A) = \int_X \pi(dx) P(x, A) \geq Q(A) \int_X \pi(dx) s(x)$$

and hence $\pi(\cdot) \geq c Q(\cdot)$. Next note that

$$E_\pi|h(X_0, X_1, \ldots)| = E_\pi\left[ E\left[|h(X_0, X_1, \ldots)||X_0\right]\right].$$

The inner expectation is a nonnegative function of $X_0$ not depending on the starting distribution. Thus, we can use (13) and the Markov property to obtain

$$E_\pi|h(X_0, X_1, \ldots)| \geq c E_Q\left[ E\left[|h(X_0, X_1, \ldots)||X_0\right]\right] = c E_Q|h(X_0, X_1, \ldots)|. \quad \square$$

In order to use Lemma 1 in conjunction with $\Phi'$, we need to establish that a minorisation condition of the form (5) holds for $\Phi'$. Fortunately, this is straightforward. From (7) we have

$$P^t\{(x, \delta), dy \times \rho\} \geq Q(dy) s(y)^\rho \{1 - s(y)\}^{1-\rho} I(\delta = 1)$$

$$= I(\delta = 1) Q'(dy \times \rho),$$

where the probability measure $Q'$ is defined in the obvious way. Thus, the split chain also satisfies a minorisation condition; see also Meyn & Tweedie (1993, Proposition 5.5.6).

**Lemma 2.** Assume that $\Phi = \{X_0, X_1, X_2, \ldots\}$ is an aperiodic, irreducible, positive Harris recurrent Markov chain with invariant distribution $\pi$. Assume further that (5) holds. If $\Phi$ is geometrically ergodic, then there exists a $\beta > 1$ such that $E_\pi \beta^{N_1} < \infty$.  
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Proof. First note that $N_1 = \tau_1 = \min \{ i > 0 : (X_{i-1}, \delta_{i-1}) \in \mathcal{X} \times \{1\} \}$; that is, $N_1$ is just the hitting time on the set $\mathcal{X} \times \{1\}$. Now note that $\Phi$ and $\Phi'$ are what Roberts & Rosenthal (2001) call ‘co-de-initializing’ Markov chains. Consequently, the two chains converge to stationarity at exactly the same rate. In particular, since $\Phi$ is geometrically ergodic, so is $\Phi'$. Let $\pi'$ denote the invariant distribution of $\Phi'$ and note that a random vector $(X, \delta)$ with distribution $\pi'$ satisfies $X \sim \pi(\cdot)$, and, conditional on $X$, $\delta | X \sim \text{Ber}\{s(X)\}$. Thus $\pi'(\mathcal{X} \times \{1\}) = E_\pi(s) > 0$, and, since $\Phi'$ is geometrically ergodic, Theorem 2.5 of Nummelin & Tuominen (1982) then implies that there exists a $\beta > 1$ such that

$$E_\pi \beta^{N_1} < \infty. \quad \square$$

Proof of Theorem 2. From Lemmas 1 and 2, it follows that $E_Q \beta^{N_1} \leq c^{-1} E_\pi \beta^{N_1} < \infty$ for some $\beta > 1$. This of course implies that $E_Q N_1^p < \infty$ for any $p > 0$ and in particular that $E_Q N_1^2 < \infty$.

Next note that

$$S_1^2 = \left( \sum_{j=0}^{\tau_1-1} g(X_j) \right)^2 \leq \left( \sum_{j=0}^{\tau_1-1} |g(X_j)| \right)^2 = \left( \sum_{j=0}^{\infty} I(0 \leq j \leq \tau_1-1) |g(X_j)| \right)^2 = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} I(0 \leq i \leq \tau_1-1) I(0 \leq j \leq \tau_1-1) |g(X_i)||g(X_j)|.$$ 

Thus,

$$E_\pi S_1^2 \leq \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} E_\pi \{ I(0 \leq i \leq \tau_1-1) I(0 \leq j \leq \tau_1-1) |g(X_i)||g(X_j)| \},$$

and, by the Cauchy-Schwarz inequality,

$$E_\pi S_1^2 \leq \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sqrt{E_\pi \{ |g(X_i)|^2 \} E_\pi \{ |g(X_j)|^2 \}} \leq \left( \sum_{i=0}^{\infty} \sqrt{E_\pi \{ |g(X_i)|^2 \}} \right)^2 = \left( \sum_{i=0}^{\infty} E_\pi \{ |g(X_i)|^2 \} \right)^2.$$ 
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Now set \( q = 1 + \varepsilon/2 \) and \( p = 1 + 2/\varepsilon \). By Hölder’s inequality,
\[
E_\pi \{ I(0 \leq i \leq \tau_1 - 1) |g(X_i)|^2 \} \leq \{ E_\pi I(0 \leq i \leq \tau_1 - 1) \}^{1/2} \{ E_\pi |g(X_i)|^2 q \}^{1/2},
\]
and, since \( \{ E_\pi |g(X_i)|^2 q \}^{1/2} = \{ E_\pi |g(X_0)|^{2+\varepsilon} \}^{1/2} = c' < \infty \), it follows that
\[
E_\pi S_1^2 \leq c' \left( \sum_{i=0}^{\infty} \{ E_\pi I(0 \leq i \leq \tau_1 - 1) \}^{1/2} \right)^2 = c' \left( \sum_{i=0}^{\infty} \{ \text{pr}_\pi(\tau_1 \geq i + 1) \}^{1/2} \right)^2.
\]
We know from Lemma 2 that there exists a \( \beta > 1 \) such that \( E_\pi \beta^{N_1} < \infty \), and a simple calculation shows that, for any \( i = 0, 1, \ldots \),
\[
E_\pi \beta^{N_1} \geq \beta^{(i+1)} \text{pr}_\pi(\tau_1 \geq i + 1).
\]
Thus,
\[
\sum_{i=0}^{\infty} \{ \text{pr}_\pi(\tau_1 \geq i + 1) \}^{1/2} \leq (E_\pi \beta^{N_1})^{1/2} \sum_{i=0}^{\infty} \beta^{-(i+1)/2} < \infty.
\]
Therefore, \( E_\pi S_1^2 \) is finite and an application of Lemma 1 again yields the result. \( \square \)

**Remark 6.** One of the hypotheses of Theorem 2 is that \( \Phi \) is geometrically ergodic. Note that, in proving Theorem 2, the only place we use this assumption is in Lemma 2 to conclude that there exists a \( \beta > 1 \) such that \( E_\pi \beta^{N_1} < \infty \). In fact, the arguments after Lemma 2 still go through, with minor changes, if we replace the assumption that \( E_\pi \beta^{N_1} < \infty \) for some \( \beta > 1 \) with the weaker assumption that \( E_\pi N_1^m < \infty \) for all \( m \in \{0, 1, \ldots \} \). The key difference is that (14) is replaced by \( E_\pi N_1^m \geq (i+1)^m \text{pr}_\pi(\tau_1 \geq i + 1) \). Therefore, we could replace the assumption that \( \Phi \) is geometrically ergodic with the weaker assumption that \( \Phi \) is polynomially ergodic of all orders (Jarner & Roberts, 2002; Nummelen & Tuominen, 1983; Tuominen & Tweedie, 1994), a consequence of which is that, for all \( x \in \mathcal{X} \) and all \( m \in \{0, 1, \ldots \} \),
\[
n^m \| P^n(x, \cdot) - \pi(\cdot) \| \downarrow 0 \quad \text{as} \quad n \to \infty.
\]

The difference between geometric and polynomial convergence can be important from a practical standpoint because some commonly used Markov chain Monte Carlo algorithms are not geometrically ergodic, but are polynomially ergodic of all orders; see Fort & Moulines (2000) for an example involving the Metropolis–Hastings algorithm.
4. Regeneration and the Slice Sampler

4.1. Background

Let \( \pi : \mathbb{R}^d \to [0, \infty) \) be a \( d \)-dimensional probability density function. Suppose that \( \pi \) can be factored as \( \pi(x) = q(x) l(x) \), where \( q \) is nonnegative and \( l \) is strictly positive. Consider a univariate auxiliary variable \( \omega \) such that the joint density of \( x \) and \( \omega \) is given by

\[
\pi(x, \omega) = q(x) I\{0 < \omega \leq l(x)\}.
\]

Note that \( \int \pi(x, \omega) \, d\omega = \pi(x) \). The simple slice sampler is just the Gibbs sampler applied to the joint density \( \pi(x, \omega) \). Our Markov chain therefore takes the form

\[
\Phi = \{(\omega_0, x_0), (\omega_1, x_1), \ldots \},
\]

and the Markov transition density is simply

\[
k(x, \omega|x', \omega') = \pi(\omega|x') \pi(x|\omega),
\]

where \( \omega|x \sim \text{Un}\{0, l(x)\} \) and \( \pi(x|\omega) \propto q(x) I\{l(x) \geq \omega\} \). The Markov chain \( \Phi \) is aperiodic, \( \pi \)-irreducible and Harris recurrent (Mira & Tierney, 2001; Roberts & Rosenthal, 1999); see Neal (2002) for a general treatment of slice sampling.

In order to use regenerative simulation in conjunction with \( \Phi \), we must show that \( \Phi \) is geometrically ergodic and we must establish a minorisation condition of the form (5). As we pointed out in § 1, a great deal of work has been done over the last few years establishing conditions under which some popular Markov chain Monte Carlo algorithms are geometrically ergodic. The following result is due to Roberts & Rosenthal (1999).

**Theorem 3.** Let \( \Phi \) be the simple slice sampler described above. Define

\[
Q(\omega) = \int q(x) I\{l(x) \geq \omega\} \, dx,
\]

and

\[
G(\omega) = \omega^\frac{1}{\pi+1} \frac{\partial}{\partial \omega} Q(\omega).
\]
If $\pi$ is bounded and there exists an $\alpha > 1$ such that $G(\omega)$ is nonincreasing on $(0, \epsilon)$ for some $\epsilon > 0$, then $\Phi$ is geometrically ergodic.

We now use a technique described by Mykland et al. (1995) to construct a minorisation condition for $\Phi$. Fix a ‘distinguished point’ $\hat{x} \in \mathbb{R}^d$. Now

$$k(x, \omega | x', \omega') = \pi(x | \omega) \frac{I\{0 < \omega \leq l(x')\}}{l(x')}$$

$$\geq \pi(x | \omega) \frac{I\{0 < \omega \leq l(x')\}}{l(x')} \frac{I\{0 < \omega \leq l(\hat{x})\} I\{l(x') > l(\hat{x})\}}{I\{l(x') > l(\hat{x})\}}$$

$$= \pi(x | \omega) \frac{I\{0 < \omega \leq l(\hat{x})\}}{l(\hat{x})} \left[ \frac{l(\hat{x})}{l(x')} \frac{I\{l(x') > l(\hat{x})\}}{I\{l(x') > l(\hat{x})\}} \right]$$

$$= q(x, \omega) s(x', \omega'),$$

where $q(x, \omega) = \pi(\omega | \hat{x}) \pi(x | \omega)$ is simply a special case of the Markov transition density of $\Phi$ and $s(x', \omega') = s(x') = I\{l(x') > l(\hat{x})\} l(\hat{x}) / l(x')$ is a function of $x'$ only. With this choice of $s$ and $q$ the residual density is given by

$$r(x, \omega | x', \omega') = \left[ \frac{I\{l(\hat{x}) < \omega \leq l(x')\}}{l(x') - l(\hat{x})} I\{l(x') > l(\hat{x})\} + \pi(\omega | x') I\{l(x') \leq l(\hat{x})\} \right] \pi(x | \omega),$$

which is easily derived after noting that $\{1 - s(x')\}^{-1} = I\{l(x') \leq l(\hat{x})\} + I\{l(x') > l(\hat{x})\} l(x') / \{l(x') - l(\hat{x})\}$.

In this particular case, it is easy to sample from the residual density. Here is an overview of how to simulate the split chain. Suppose the current value is $(\omega_i, x_i)$. If $l(x_i) \leq l(\hat{x})$, then $\delta_i = 0$ with probability 1 and we draw $(\omega_{i+1}, x_{i+1})$ as usual from $\pi(\omega | x_i) \pi(x | \omega)$. Now suppose that $l(x_i) > l(\hat{x})$. First, draw $\delta_i \sim \text{Ber} \{l(\hat{x}) / l(x_i)\}$. If $\delta_i = 1$, draw $(\omega_{i+1}, x_{i+1})$ from $\pi(\omega | \hat{x}) \pi(x | \omega)$. If, on the other hand, $\delta_i = 0$, draw $\omega_{i+1}$ uniformly from the interval $(l(\hat{x}), l(x_i))$ and then, conditional on $\omega_{i+1}$, draw $x_{i+1} \sim \pi(x | \omega_{i+1})$.

Now, suppose we know $(x_i, \omega_i)$ and $(x_{i+1}, \omega_{i+1})$ and consider trying to infer the value of $\delta_i$, as in Remark 4. If $l(x_i) \leq l(\hat{x})$, then we know that $\delta_i = 0$. Now suppose that $l(x_i) > l(\hat{x})$. If $\omega_{i+1} \leq l(\hat{x})$ then $\delta_i$ must have been 1. Conversely, if $\omega_{i+1} \in (l(\hat{x}), l(x_i))$, then $\delta_i$ must have been 0. Thus, it is easy to see, without using (8), that

$$\text{pr} \{\delta_i = 1 | (x_i, \omega_i), (x_{i+1}, \omega_{i+1})\} = I\{0 < \omega_{i+1} \leq l(\hat{x}) < l(x_i)\}.$$
4.2. An Example

The following example was introduced by Damien et al. (1999). Fix $\tau \in \mathbb{R}$ and consider the univariate density

$$\pi(x; \tau) \propto \exp \left\{ -e^x - \frac{1}{2}(x - \tau)^2 \right\}.$$

Suppose we want to know $E_\pi g$, where $g(x) = x$; that is, we want to calculate

$$\int_{\mathbb{R}} x \pi(x; \tau) \, dx = \frac{\int_{\mathbb{R}} x \exp \left\{ -e^x - \frac{1}{2}(x - \tau)^2 \right\} \, dx}{\int_{\mathbb{R}} \exp \left\{ -e^x - \frac{1}{2}(x - \tau)^2 \right\} \, dx}.$$

While these integrals have no closed-form solution, $\pi(x; \tau)$ is univariate and hence it is quite straightforward to approximate $E_\pi g$ using numerical integration or rejection sampling. We will use this simple example to illustrate the application of regeneration in the slice sampler. The result will be checked against an essentially exact answer based on rejection sampling.

Consider an application of the simple slice sampler with $q(x) = \exp \left\{ -\frac{1}{2}(x - \tau)^2 \right\}$ and $l(x) = \exp \{ -e^x \}$. Note that

$$\{x : l(x) > \omega\} = \{x : x < \log \log(1/\omega)\}.$$

Therefore, in this case, $\pi(x|\omega)$ is just a truncated normal density; to be specific, $\pi(x|\omega) \propto \phi(x - \tau) I_{[x < \log \log(1/\omega)]}$ where $\phi(\cdot)$ is the standard normal density. We now show that this simple slice sampler satisfies the conditions of Theorem 3 and is thus geometrically ergodic.

First, $\pi$ is clearly bounded. Now,

$$G(\omega) = \frac{\omega^{\frac{1}{2}}}{\log(\omega)} q \{ \log \log(1/\omega) \}.$$ 

Thus,

$$\frac{\partial}{\partial \omega} G(\omega) = \frac{\omega^{\frac{1}{2}-1}}{\log(\omega)} \left( \frac{q \{ \log \log(1/\omega) \}}{\alpha} + \frac{1}{\log(\omega)} [q' \{ \log \log(1/\omega) \} - q \{ \log \log(1/\omega) \}] \right),$$

where $q'$ denotes the derivative of $q$. A straightforward calculation shows that

$$q' \{ \log \log(1/\omega) \} - q \{ \log \log(1/\omega) \}$$
is negative as long as $\omega < \exp(-e^{r-1}) < 1$. Hence, for any $\alpha > 1$, $G(\omega)$ is nonincreasing for $\omega < \exp(-e^{r-1})$. Hence, by Theorem 3, this simple slice sampler is geometrically ergodic.

Note that the moment generating function associated with the density $\pi(x; \tau)$ exists, so that $E_\pi |X|^{2+\epsilon} < \infty$ for any positive $\epsilon$. We set $\tau = 0$ and $\tilde{x} = -1/2$ and ran the simple slice sampler for 1 million regenerations. This took about two minutes on a fast workstation. The resulting estimate of $E_\pi g$ was $\tilde{g}_{\tau R} = \tilde{S}/\tilde{N} = -1.5383/2.2671 = -0.6785$ and $\hat{\sigma}^2_g = 2.0795$. Thus, the asymptotic standard error is about 0.0014. As a check, we used a rejection sampler with a $N(-1/2, 1)$ candidate to get an independent and identically distributed sample of size 10 million from $\pi(x; 0)$. Based on this sample, an asymptotic 95% confidence interval for $E_\pi g$ is $-0.6782 \pm 0.0005$.

**Acknowledgment.** The authors are grateful to Charlie Geyer for some helpful conversations and to an anonymous referee for several insightful comments, one of which led to Remark 6. This research was partially supported by grants from the U.S. National Science Foundation and the Natural Sciences and Engineering Research Council of Canada.

**References**


DAMIEN, P., WAKEFIELD, J. & WALKER, S. (1999). Gibbs sampling for Bayesian non-
conjugate and hierarchical models by using auxiliary variables. J. R. Statist. Soc. B 61,
331–44.


7, 473–511.


