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ABSTRACT

Dipoles represent long distance connections between the pressure anomalies of two distant regions that are negatively correlated with each other. Such dipoles have proven important for understanding and explaining the variability in climate in many regions of the world, e.g., the El Niño climate phenomenon is known to be responsible for precipitation and temperature anomalies worldwide. Systematic approaches for dipole detection generate a large number of candidate dipoles, but there exists no method to evaluate the significance of the candidate teleconnections. In this paper, we present a novel method for testing the statistical significance of the class of spatio-temporal patterns called teleconnections or dipoles. One of the most important challenges in addressing significance testing in a spatio-temporal context is how to address the spatial and temporal dependencies that show up as high autocorrelation. We present a novel approach that uses the wild bootstrap to capture the spatio-temporal dependencies, in the special use case of teleconnections in climate data. Our approach to find the statistical significance takes into account the autocorrelation, the seasonality and the trend in the time series over a period of time. This framework is applicable to other problems in spatio-temporal data mining to assess the significance of the patterns.

1. INTRODUCTION

Pressure dipoles are important long distance climate phenomena (teleconnection) characterized by anomalies of opposite polarity appearing at two different locations at the same time. Dipoles are of great importance in understanding climate variability and are known to impact precipitation and temperature anomalies throughout the globe. Fig. 1 shows the pressure anomaly time series at Tahiti and Darwin representing one of the most symbolic dipoles - the El Niño Southern Oscillation which is known to drive precipitation and temperature anomalies worldwide. From the figure, we see that the anomaly time series of the two regions are in the opposite direction representing an oscillation.

Historically, these dipoles have been discovered by direct observation of some climate phenomenon on land and have been defined using single point locations [1]. Later on, pattern analysis techniques such as the EOF [2] have been used to identify individual dipoles over a limited region, such as Arctic Oscillation (AO). However, there are several limitations associated with EOF and other types of eigenvector analysis; namely, it only finds a few of the strongest signals and the physical interpretation of such signals can be difficult due to the orthogonality of EOFs, whereas signals in climate are not necessarily orthogonal to each other. Systematic approaches for dipole discovery have been proposed in [3, 4, 5]. Kawale et al. [3, 4] present a graph based approach to find dipoles in the climate data and are able to match the existing dipole indices used by climate scientists with a very high precision and are able to provide region based definitions for dipoles defined earlier using EOF analysis. An important utility of the dynamic dipoles defined using this approach is that they have a much higher correlation with temperature anomalies as compared to the static indices used by the climate scientists [3, 4], for e.g., the ones available at the Climate Prediction Centre (CPC) [6]. Further, they have been proven important in understanding the structure of the various General Circulation Models (GCMs) which are used to understand global climate change [3].
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determine the null model. Randomization tests proceed by data and are very sensitive to outliers. Typically, t-tests are valid only for i.i.d. normally distributed they impose a distribution structure on the data. Technically, significance testing has been widely studied in climate science data due to the diverse nature of the globe; not only are the sub-population variances different but they also vary over time [17].

1.1 Challenges in Significance Testing

Statistical significance testing determines whether a given result is statistically significant or unlikely to occur by random chance and thus implies whether a result is important and whether a result will generalize to other contexts. Historically, significance testing has been widely studied in statistics and there are several classical analytical hypothesis testing methods available. Analytical methods of hypothesis testing such as the t-test generally involve computing a test statistic from the observed data and computing a probability value to test if the observed data was derived from a null hypothesis. The null hypothesis is rejected in favor of the alternative one if the probability value is below the significance level. However, a main drawback of these approaches is that they impose a distribution structure on the data. Technically, t-tests are valid only for i.i.d. normally distributed data and are very sensitive to outliers.

An alternate method of significance testing widely used in data mining is empirical testing using randomization to determine the null model. Randomization tests proceed by following the sequence of steps: (i) rearrange or shuffle the observed value in each sample, (ii) compute the statistics for the randomized data, (iii) repeat it k times (e.g. 1000), and (iv) compare the test statistic generated from the original data and the random distribution to rule out patterns generated by random chance. The intuition behind generating a large sample of the datasets is to create a null model from the data. If the computed test statistics differ widely from the measurements on random datasets then we can reject the null hypothesis and declare the result to be significant. Randomization tests have been successfully used in many contexts in data mining to find interesting patterns in graphs, association rule mining, motif mining, etc [7]. Randomization techniques have been widely studied in graphs to explain the graph statistics [8]. Determining the statistical significance of time series motifs has been discussed in [9] using a Markov chain model to capture the dependencies in a time series. Other approaches for time series motif mining have been discussed in [10, 11]. Other randomization techniques include preserving the cluster structure in 0-1 dataset. Randomization of binary matrices swap randomization when the row and column margins are to be maintained is discussed in [12]. The authors use a Markov chain using local swaps to respect the marginal distributions. In ecology, significance testing has been used to study the analysis of species nestedness patterns [13] and to study the diffusion of a spatial phenomenon [14] and spatial gradients [15]. Monte Carlo tests to test the significance of spatial patterns has been discussed in [16]. However, there are many challenges in using randomization tests for spatio-temporal patterns, some of which are listed below:

1.1.1 Data independence

One of the underlying assumption in randomization testing is i.i.d. data. However, in the spatio-temporal context, generally there is a high spatial and temporal autocorrelation and homogeneity, thus violating the assumption of data independence.

1.1.2 Heteroscedasticity

Heteroscedasticity refers to the problem of different variances in a sub-population and the tests of randomization are sensitive to it. Heteroscedasticity is not uncommon in Earth science data due to the diverse nature of the globe; not only are the sub-population variances different but they also vary over time [17].

1.1.3 Seasonality and trends

In a spatio-temporal context, there are other influencing factors like seasonality, trends, etc. which greatly impact the values in a time series. This can make the tests of randomization either too liberal or too conservative (Type I vs Type II errors). A possible strategy to get rid of trends could be to de-trend the time series. However, de-trending of non-stationary time series data itself has several issues and may result in removing connections or adding spurious ones, which might require a detailed investigation [18, 19]. Results also depend upon the nature of trends, whether unit roots are present or not, and the nature of possible co-integrating relations, see Engle and Granger [18, 19] for further details. Seasonality is generally handled in climate data by creating an anomaly time series. However, even then there is annual
cycle still left in the anomaly time series of some locations on the Earth [20].

1.1.4 Null model

We want the data generating process for drawing random samples to be as close as possible to the true data generating process which generated the observed values. While randomization tests are very often better than simple methods like the t-test, it is very hard to verify the assumption that (and is generally not true that) the multiple datasets created by randomization come from a null model representing the true data generating process.

1.2 Our Contribution

To the best of our knowledge, there are no existing approaches to systematically model the spatio-temporal data and handle various aspects like auto-correlation, trends, etc. In this paper, we provide a systematic approach to test the significance of the spatio-temporal teleconnection patterns that overcomes the challenges mentioned above. Our approach uses the general framework provided by the wild bootstrap procedure [21, 22] which is traditionally applied for heteroscedastic problems to present a technique that takes into account the various aspects of climate data like auto-correlation, trends, etc. One novel aspect of our approach is that we translate the space time problem to one where the errors can be modeled as independent but heteroscedastic. We capture the spatial dependence of each region of a dipole via a unified function and capture the temporal dependencies through a first order Markovian distribution. We show the utility of our approach by using it to test the significance of dipoles generated in the NCEP sea level pressure dataset. While we mainly use our algorithm to test the significance of teleconnection patterns, our approach can be instructive to other pattern mining algorithms in the spatio-temporal context to test the significance.

2. PROPOSED APPROACH

As we saw in the previous section, a significance testing based on swapping random time series would not be appropriate for climate data. Instead, it would be more desirable to compute the significance amongst those random series that preserve the same properties as the underlying climate data time series. Our approach for randomization is inspired from the wild bootstrap procedure [21, 22]. The wild bootstrap is a technique where random weights are multiplied to the residuals from the data after fitting a statistical model, then artificial datasets are created using these randomly weighted residuals, and inference is based on repeating the statistical model fitting exercise on these artificial datasets. The wild bootstrap has been mathematically proven to be consistent, and successfully applied a variety of problems where the data may be heteroscedastic in nature, and the parameter dimension may be large compared to the sample size.

We present a novel approach that uses the wild bootstrap and capture the spatio-temporal dependencies, in the special use case of teleconnections in climate data. First, we develop a small area or state-space type decomposition of the spatio-temporal data to extract the underlying time series that governs teleconnection patterns, against the background of local noise variations. Our approach implicitly takes into account the space dependence of the data as we require each end of the dipole (consisting of many single point locations) to share the same global component. We account for the time dependencies by incorporating an auto-regressive term assuming a first order Markovian dependency in our time series decomposition. Once we extract out the properties (or dominant signals), we test the significance by examining the residual correlation at both the ends of the dipole and thus it helps us in identifying that the negative correlation between the two regions at the two ends is indeed coming from an underlying phenomenon or is just an artifact of the dominant properties. We assign a degree of confidence to our conclusions using a test of randomization. Further details of our approach are mentioned in the following subsections:

2.1 Notation

Let $A$ and $B$ represent the two ends of the dipole and let $n_A$ and $n_B$ represent the number of points at the two ends. Let $X_{ti}$, $t = 1, \ldots, T$, $i = 1, \ldots, n_A$ represent the time series for $T$ time steps at the $n_A$ points of region $A$. Similarly, let $Y_{ti}$, $t = 1, \ldots, T$, $i = 1, \ldots, n_B$ represent the time series for $T$ time steps at the $n_B$ points of region $B$.

2.2 Step 1: Time Series Decomposition

The first step in the significance testing of dipoles is a temporal decomposition that captures the spatial as well as the temporal bindings of the two ends of the dipoles. We begin by noting two key properties of the dipole anomaly time series.

1. Trend: Many locations on Earth experience a general linear trend in their anomalies over time. For some locations, the trend increases and for some it decreases over time and this pattern can vary with different magnitude at different locations.

2. Seasonality: Typically, Earth science data has seasonality in it. Apart from the annual seasonality which is accounted for by constructing the anomaly time series, the data typically has sinusoidal patterns of various periodicities and of varying strengths across regions. If we examine the periodicities of the anomaly time series using the power spectrum, we see that quite few of them have a period of 12 months [20].

In order to model these two key characteristics of dipole locations, we propose a temporal function $f(t)$, defined as follows:

$$f(t) = \alpha + \beta t + \gamma \sin \left( \frac{2\pi(t + \delta)}{12} \right) \quad (1)$$

The function $f(t)$ captures the trend through the $\beta t$ component and the seasonality through the $\gamma \sin(\cdot)$ component. The $\alpha$ component ensures that the constant effect due to altitude, latitude and other unknown phenomena is also captured. $f(\cdot)$ only captures the temporal fluctuations at a given location independent of any spatial or temporal bindings.

Recall that a dipole consists of two regions, $A$ and $B$, with opposite climate phenomenon. All the locations in a given region have a highly positive correlation in their anomalies and they are driven by the same underlying phenomenon. Let that underlying phenomenon for a specific end of dipole (say $A$) be indicated by $U$, where size of $U$ is $T \times 1$. This results in the following linear heteroscedastic decomposition:

$$\forall i \in A \quad X_i = U + r_i \quad (2)$$
where \( r_i \) is the error term representing the local phenomenon at a location \( i \in A \). Moreover, depending on how far a location \( i \) lies from the dipole center, its anomaly time series would be influenced accordingly. Let \( w(i) \) indicate the weight or influence of \( U \) on \( X_i \). The goal in this case is to reduce the residue of a given region.

\[
SE_e = \text{Tr} \left[ (X - U)\, W \, (X - U)^T \right]
\]

(3)

where \( X \) is a \( T \times N \) matrix with column \( i \) indicating anomaly time series of location \( i \in A \), \( U \) is a matrix of size \( 1 \times N \) with all elements = 1, \( W \) is a diagonal matrix with \( W_{ii} = w(i) \).

Equation 2 allows us to capture the spatial bindings of a dipole region and provides a unified anomaly time series \( U \). It does not capture the temporal correlations of \( U \). In order to do this, we consider the following auto-regressive formulation:

\[
U_t = f(t) + \phi[U_{t-1} - f(t-1)] + \epsilon_t
\]

(4)

Similar to equation 3, we aim to reduce the residue \( \epsilon_t \), such that the decomposition captures all the spatial and temporal properties of the dipole. We define the squared error of \( \epsilon_t \) as

\[
SE_e = \sum_t (V_t - \phi V_{t-1})^2
\]

(5)

where \( V_t = U_t - f(t) \). The mathematical properties of the dipole detection algorithm is primarily governed by the bivariate time series

\[
V_t = \left( \begin{array}{c} V_{A_t} \\ V_{B_t} \end{array} \right), t = 1, 2, \ldots, T.
\]

This is a non-stationary time series, since the innovations for this time series are given by the independent bivariate random variables

\[
\epsilon_t = \left( \begin{array}{c} \epsilon_{A_t} \\ \epsilon_{B_t} \end{array} \right) \sim N_2 \left( \begin{array}{c} 0 \\ \sigma_{A_t}^2 \end{array} \right), \rho_{AB} \sigma_A \sigma_B
\]

(6)

A variation of the Kolmogorov consistency theorem is used to establish the existence of the second order stochastic process \( \{V_t\} \). The properties of the dipole are dictated by the innovation correlation coefficient \( \rho_{AB} \), which takes a high negative value for true dipoles.

We model \( V_t = \Phi V_{t-1} + \epsilon_t \) where we assume \( \Phi \) is a diagonal matrix with diagonal entries \( \phi_A \) and \( \phi_B \). The deterministic trend functions \( \{f_A(\cdot)\} \) and \( \{f_B(\cdot)\} \) and the local noise perturbation terms \( \{r_{A_i}(\cdot), i = 1, \ldots, n_A\} \) and \( \{r_{B_i}(\cdot), i = 1, \ldots, n_B\} \) do not contribute towards the properties of a dipole, but are important nuisance factors in studying dipoles. Needless to say, we could adopt a more complicated model for the time series properties of \( V_t \), the deterministic trends or the local noise, and include co-integration and other complex features. However, in the context of the present application, such additional complexity seems unnecessary.

Our aim is to reduce the squared error \( SE_e \) and \( SE_r \) and we do it by minimizing them in turn. The residue term \( \epsilon_t \) represents error that is independent and heteroscedastic. Thus we are able to effectively translate the space time problem into one where we are able to model the errors as independent but heteroscedastic. We use a simplistic approach to obtain an approximate solution that minimizes Equation 3 and 5. The idea is to minimize \( SE_e \) independent of \( U_t \)’s auto-regressive property and obtain estimates of \( \alpha, \beta, \gamma \) for a fixed choice of \( \delta \). After that, using \( U_t \’s \) auto-regressive properties estimate \( \phi \) and compute \( \epsilon_t \). The attractive property of this approach is that it leads to a closed form solution for the parameters. We get,

\[
\sum_{t} g_k(t) \cdot f(t) = \sum_{t} \left( \frac{g_k(t) \cdot w(i) \cdot X_{it}}{Tr(W)} \right), k = 1, 2, 3
\]

(6)

where \( g_1(t) = 1, g_2(t) = t, g_3(t) = \sin(\frac{2\pi(t+\delta)}{T}) \). The three equations can be easily solved for a fixed \( \delta \) using linear regression. Additionally, we get a closed form for \( \phi \) as,

\[
\phi = \frac{\sum_{t=2}^{T} 2 V_t \cdot V_{t-1}}{\sum_{t=2}^{T} V_{t-1}^2}
\]

(7)

In order to estimate the optimal \( \delta \), we begin with an estimate by varying it from 1, \ldots, 12 and pick the one that minimizes \( E[\epsilon_t] \).

### 2.3 Step 2: Residual correlation

After finding the residue at each end of the dipole, our next goal is to examine the residual correlation at the two ends of the dipole to check if the regions involved form a true dipole. The residue at the two ends represents the time series signal after extracting trend and the seasonality. We compute the pairwise correlation \( \rho_{ij} \) between all the nodes in \( \epsilon_{ul} \) and \( \epsilon_{uj} \). We can use the raw correlation values to test the significance of the dipoles. However, we use a more stable transformation provided by Fisher to transform the correlation into \( Z_{ij} \) as described in the following subsection.

**Fisher transformation**

The Fisher transformation [23] is generally used in statistics to test the hypothesis about the correlation coefficient \( \rho \) between two variables. The transformation changes the probability density function (pdf) of any waveform so that the transform output has an approximately Gaussian pdf. The transformation is defined as follows:

\[
Z_{ij} = \frac{1}{2} \log \left( \frac{1 + \rho_{ij}}{1 - \rho_{ij}} \right)
\]

(8)

The Fisher transformation is a variance stabilizing transformation and converges to a normal distribution much faster.

### 2.4 Step 3: Assessing dipole statistical significance

In testing the significance of dipoles, the null hypothesis means that the dipole pattern is spurious or uninteresting. Our task is to generate the \( p \)-value to specify a confidence measure on whether the dipole is significant. Using our time series decomposition, we devise the following method of randomization inspired from the wild bootstrap algorithm [24] in which re-samples are generated by multiplying random noise to the residuals in order to preserve heteroscedasticity. The details of the steps are mentioned as follows:

1. Step 1: Compute the time series decomposition and the parameters, \( \alpha, \beta, \gamma \) and \( \delta \). Compute the residue \( \epsilon_A \) and \( \epsilon_B \) at the two ends and the Fisher transformed correlation \( Z_{AB} \).

2. Step 2: Generate random perturbations in the residual data such that the variance of the residual data is still
\( \sigma^2 \). This can be done by multiplying i.i.d. random noise \( N(0,1) \) to the original residue \( \epsilon_A \) and \( \epsilon_B \).

\[
E[\psi - E[\psi^2]] = E[\psi^2] - (E[\psi]E[\psi])^2 = E[(\psi)^2] - \sigma^2
\]

where we have used \( E[\psi] = 0 \), \( E[\psi^2] = 1 \), \( E[\epsilon] = 0 \).

3. Step 3: Recompute \( X'_i \) and \( Y'_i \) using \( \alpha, \beta, \gamma \) and \( \delta \).

4. Step 4: Recompute the decomposition to generate \( \alpha', \beta', \gamma' \) and \( \delta' \). Compute the residue \( \epsilon'_A \) and \( \epsilon'_B \) at the two ends and the Fisher transformed correlation \( Z'_{AB} \).

5. Step 5: Repeat steps 2 to 5 \( N = 10,000 \) times and generate the p-value as follows:

\[
p_{AB} = \frac{1}{N} \sum_{i=1}^{N} I(z_{AB} \geq z'_{AB})
\]

Let \( Z_{AB} = \frac{1}{2} \log \frac{1 + z_{AB}}{1 - z_{AB}} \) and similarly define \( Z'_{AB} \), and \( T_n = T^{1/2}(Z_{AB} - Z'_{AB}) \) where \( T \) is the observed length of the time-series. From the wild-bootstrap based generation, we obtain similar estimates from each resample, and let \( Z'_{AB} \) be the equivalent of \( Z_{AB} \) from the resample. Define \( T'_n = T^{1/2}(Z'_{AB} - Z_{AB}) \). We have the following result as the theoretical counterpart of our algorithm:

**Theorem 2.1. In the framework presented above, the following hold:**

1. The distribution of the statistic \( T_n \) converges weakly to the standard Normal distribution \( N(0,1) \).

2. The distribution of the statistic \( T'_n \), conditionally on the observed data from regions \( A \) and \( B \), converges weakly to the standard Normal distribution \( N(0,1) \) almost surely.

The second part of the above theorem states that for all possible data sets arising from regions \( A \) and \( B \), the convergence of the wild-bootstrap-based statistic \( T'_n \) to the same distribution as that of the original statistic \( T_n \) is guaranteed with probability one. The proof of the above theorem is omitted here due to the lack of space.

### 2.5 Step 4: Multiple Hypotheses

Multiple comparisons is an important issue in dipole significance testing as there are a set of statistical inferences computed simultaneously. Multiplicity leads to false positives or the type I errors, i.e., the errors committed by incorrectly rejecting the null hypothesis. In order to control the false discovery rate (FDR), we use the standard procedure by Benjamini-Hochberg-Yekutieli [25] which controls the false discovery when the \( m \) hypothesis tests are dependent, which is true in our case. The method refines the threshold of p-values to find the largest \( k \) such that:

\[
P(k) \leq \frac{k}{m \cdot c(m)} \cdot \alpha
\]

We compute \( c(m) \) by examining the correlation between the 10000 random values generated for each end of the dipole. As they are positively correlated, we set \( c(m) \) to 1. We discard all the dipoles having a p-value less that \( P(k) \).

### 3. Experiments and Results

#### 3.1 Dataset

We use the data from the NCEP/NCAR Reanalysis project provided by the NOAA/ESRL [26]. The goal of the NCEP project is to produce a comprehensive atmospheric analysis using historical data (1948 onwards) from observations as well as other analysis like projection. The reanalysis datasets are created by assimilating remote and in situ sensor measurements using a numerical climate model to achieve physical consistency and interpolation to global coverage; they are considered the best available proxy for global observations. We use the monthly resolution of data and it has a grid resolution of 2.5° longitude x 2.5° latitude on the globe. We use the sea level pressure (SLP) data to find the dipoles because most of the important climate indices are based upon pressure variability. For the analyses and results presented here, we use the 50 year of data starting from 1951 to 2000 years.

#### 3.2 Results

We ran the dipole algorithm using the NCEP dataset and the algorithm mentioned in [3] and obtained all the dipoles at a correlation threshold of \(-0.25\). We ran our approach on significance testing for this data to generate the residual correlation and obtained the p-values. Fig. 3 shows the scatter plot of original correlation versus the residual correlation amongst the dipoles found in the dataset. From the figure, we see that a high negative original correlation does not necessarily transform to a high negative residual correlation. Fig. 4(a) shows an example of a dipole having an original correlation of \(-0.32\) but a residual correlation of 0.1359 (p-value = 1). If we examine the time series at the two centres of the dipole (see Fig. 4(b)), we see that there is a linear trend in the opposite direction which the model is able to effectively capture. Fig. 5 shows an example dipole that did not have significant trends but was discarded due to the seasonality component \( \gamma \). The original correlation of the dipole is \(-0.24\), whereas the residual correlation is 0.0219.

![Figure 3: Scatter plot showing original vs residual correlation.](image-url)
Dipole ends are not linear, thus making the post processing necessary. One end of the dipole corresponds to the Sahel region in Africa which underwent an abrupt change a long period of drought around 1969 [28] which is also reflected in the time series as shown in the Fig. 7(b). Based on domain knowledge and prior experience, we know that this dipole does not make physical sense. De-trending the data before applying the dipole detection algorithm might appear to be a solution. However, as we discussed earlier, detrending of climate data has many challenges and can lead to adding spurious connections especially when the trends are non-linear. Using domain knowledge, we want to further eliminate these trend dipoles in order to identify the real dipole structure.

Our parametric form comes to rescue in this case as this allows us to put bound on the value $\beta$ can take. We use a simple method to examine the $\beta$ values at the two ends. If the difference in $\beta$ values at the two ends of the dipole is greater than a threshold, we discard them.

$$\text{Discard dipoles if } |\beta_A - \beta_B| \geq \hat{\beta}$$

In order to compute $\hat{\beta}$, we considered the 6 well known dipoles and computed the absolute difference in their beta values and selected our threshold of $\hat{\beta}$ based upon that. Please note that even without this processing, our results show that all the well-known dipoles are still declared significant. However, a small number of trended dipoles mainly starting from the Sahel region in Africa were also declared significant. This intuitively makes sense because our parametric form removes trend as well as cyclic patterns from the data but not the small local oscillations (which are captured by $\varepsilon$). There is a possibility that one end of the spurious dipole is influenced by one end of a true dipole. In this case, those local oscillations as captured by epsilon could be of opposite polarity and hence significant. Hence $\hat{\beta}$ seems like a simple way to eliminate such cases.

### 3.3 Post Processing Using Domain Knowledge

Our model for deterministic trend accommodates a linear function and a sinusoidal component at each end-point of a potential dipole. A careful analysis of some of these time series show that non-linear trends may occasionally exist. Fig. 7(a) shows an example of a dipole that had an original correlation of $-0.39$ but has high non-linear trends. Fig. 7(b) shows the time series at the two centres of the dipole. From the figure, we see that the trends in the two dipole ends are not linear, thus making the post processing necessary. One end of the dipole corresponds to the Sahel region in Africa which underwent an abrupt change a long period of drought around 1969 [28] which is also reflected in the time series as shown in the Fig. 7(b). Based on domain knowledge and prior experience, we know that this dipole does not make physical sense. De-trending the data before applying the dipole detection algorithm might appear to be a solution. However, as we discussed earlier, detrending of climate data has many challenges and can lead to adding spurious connections especially when the trends are non-linear. Using domain knowledge, we want to further eliminate these trend dipoles in order to identify the real dipole structure.

Our parametric form comes to rescue in this case as this allows us to put bound on the value $\beta$ can take. We use a simple method to examine the $\beta$ values at the two ends. If the difference in $\beta$ values at the two ends of the dipole is greater than a threshold, we discard them.

$$\text{Discard dipoles if } |\beta_A - \beta_B| \geq \hat{\beta}$$

In order to compute $\hat{\beta}$, we considered the 6 well known dipoles and computed the absolute difference in their beta values and selected our threshold of $\hat{\beta}$ based upon that. Please note that even without this processing, our results show that all the well-known dipoles are still declared significant. However, a small number of trended dipoles mainly starting from the Sahel region in Africa were also declared significant. This intuitively makes sense because our parametric form removes trend as well as cyclic patterns from the data but not the small local oscillations (which are captured by $\varepsilon$). There is a possibility that one end of the spurious dipole is influenced by one end of a true dipole. In this case, those local oscillations as captured by epsilon could be of opposite polarity and hence significant. Hence $\hat{\beta}$ seems like a simple way to eliminate such cases.

### 3.4 Comprehensive Evaluation

Table 1 shows the summary of the number of dipoles declared as significant using a significance level $\alpha = 0.01$ and the post-processing that we described above. From the table, we see that 23 dipoles are declared as significant in the dataset having a correlation $< -0.25$. Figures 8 shows the dipoles declared significant in the NCEP dataset at a threshold of $-0.25$. From a quick visual inspection of the figures, we see that the well-known dipoles like North Atlantic Oscillation (NAO), Southern Oscillation (SO), Western Pacific (WP), Pacific North America pattern (PNA) and...
Antarctic Oscillation (AAO) are all identified as significant. Fig 9 shows the dipoles declared as significant at a lower threshold of −0.2. From the figure, we see that apart from the well known dipoles, other weaker connections start appearing as significant, for example the Scandinavia pattern starting around Russia and ending at the Atlantic.

Figure 8: Dipoles declared significant in the NCEP dataset at a threshold of -0.25. Red denotes significant dipoles and green denotes insignificant dipoles.

<table>
<thead>
<tr>
<th></th>
<th>NCEP -0.25</th>
<th>NCEP -0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>49</td>
<td>85</td>
</tr>
<tr>
<td>p &lt; 0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p ≥ 0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p ≥ 0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No trends</td>
<td>23</td>
<td>31</td>
</tr>
<tr>
<td>Trends</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 1: Number of dipoles declared as significant using our approach in the NCEP data.

Our next goal is to check whether our algorithm has a bias to declare dipoles having a higher negative correlation as significant. Fig. 10 shows the histogram of correlation values of dipoles declared as significant and insignificant in the NCEP data. The histogram shows that at times the algorithm even declares dipoles with higher negative correlation as insignificant. However, using our approach, we are still able to remove about 1/2 of the dipoles from the NCEP data having a correlation < −0.25 as insignificant. Also the histogram of correlations of significant and insignificant correlations shows that the algorithm has no particular bias. Next, we examine closely the two reasons in our algorithm to label the dipoles as insignificant.

Figure 9: Dipoles declared significant in the NCEP dataset at a threshold of -0.2. Red denotes significant dipoles and green denotes insignificant dipoles.

Recall, that the β values capture the linear trend present in the data. Spurious dipoles can be formed if the two regions involved in the dipole have significant trends in the opposite direction and the negative correlation between the two regions is accounted for by the negative trends and not a periodic oscillation. Fig. 11 shows a plot of β values for the NCEP dataset. From the figure, we see that there are quite a few dipoles with strikingly opposite trends in the NCEP data and most of them going to the southern hemisphere. This also conforms with the existing knowledge about the NCEP data from the climate science [29] about the presence of significant spurious trends in the southern hemisphere.

Table 1 shows that half of the rejected dipoles have significant trends in the opposite direction. Apart from the dipoles with trends, the other dipoles which are thrown out using our algorithm are the ones with very little negative residual correlation left in them (see Table 1). Seasonality in the dipoles could be one possible reason. Fig. 12 shows the gamma values of the dipoles. From the figure, we see that quite a few of them have significant value of gamma.

### 3.4.1 pvalue for the known dipoles

A good measure of evaluation is to examine the pvalues generated for the 6 of the most well known dipoles - SOI, NAO, AO, AAO, WP, PNA. The existence and the impact of these dipoles has been well established in literature from
climate science. At first, we pick up a data driven dipole which represents the static index the closest in correlation. After that, we examine the pvalues generated for the data driven dipole closely matching the static index. Table 2 shows the pvalues generated for the known dipoles using our approach. From the table, we see that all of the 6 well known dipoles are declared significant using our algorithm and have a pvalue of 0 up to the order of machine precision. Further the residual correlation at the two ends of the dipole generated by removing $f(t)$ from the time series at the two ends is also very highly negative for the known dipoles. This provides empirical evidence that our approach to estimate the statistical significance works well in practice.

### 3.4.2 Correlation with Static indices

In order to further assess the quality of the extracted dipoles, we did another experiment to understand the nature of the dipoles. Most of the candidate dipoles should be a representative of some known phenomenon. We considered 6 teleconnection patterns identified by the Climate Prediction Centre website [6]. From the NCEP data, we considered two sets of dipoles significant and insignificant. There were about 25 dipoles in each subset. We computed the correlation of each of these dipoles with the 6 known climate indices. Fig. 13 shows the maximum correlation of the two groups of dipoles with the known indices. From the figure, we see that all the surrogates of the known phenomenon are captured very well in the significant group as compared to the insignificant one. PNA is not captured with a very high correlation in both the groups as the actual phenomenon consists of three epicenters and is not a dipole. AAO has high correlation with significant as well as insignificant group. This might be due to trends in the insignificant group.

#### 3.4.3 A new dipole?

A larger implication of our work on significance testing lies in identifying potentially new teleconnection patterns not known to climate scientists so far. A careful evaluation of all the dipoles from Fig. 8 shows that most of them have a very high correlation with the known climate indices and thus are some variant of the known phenomenon. However, there are some teleconnection patterns that are declared as significant and that do not have a high correlation with any known phenomenon. One such striking dipole is a dipole near Australia as shown in the Fig. 14. It appears as significant in the NCEP data and its correlation with the known indices is also very low (see Fig. 15). Further, it is not supported by the existing literature on teleconnections. This might represent a new dipole phenomenon not known to climate scientists so far. Our preliminary investigations show that this dipole also has a different impact on land temperature as compared to other known dipoles. A comprehensive evaluation of the physical significance of the phenomenon is a part of our future work.

### 4. DISCUSSION AND CONCLUSION

Significance testing in spatio-temporal data presents many challenges due to the inherent autocorrelation dependencies in time and space. However, significance testing of spatio-
temporal patterns has received little attention. In this paper, we present a systematic approach to detect the significance of spatio-temporal teleconnection patterns. We ran our algorithm on the NCEP sea level pressure data. From our results, we see that our algorithm is able to capture the known dipoles. We show the utility of using a simple model to extract out the characteristics of climate data time series. A larger implication of our work is that the algorithm can be instructive to other researchers in the spatio-temporal domain to test the significance of patterns. A part of the future work involves handling non-linear trends. Another limitation of the model is that the marginal analysis of the periodic component distort co-periodicity properties. We propose to address this in our future research work. In particular, we propose to simultaneously model the deterministic trends and periodic components at the two ends of a dipole, along with the stochastic components of the bivariate time series. Two-dimensional wavelets would be used for this purpose, since evidence shows some erratic patterns and discontinuities. Also, as part of our future work, we would like to explore if some potential dipoles are governed by co-integrating relations. We also propose to explore the choice of resampling weights for which the wild bootstrap inference would be second order accurate. Another future direction is to integrate the significance testing into the algorithm for dipole detection and thus not allow spuriously connected regions to be declared as candidate dipoles.
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