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Abstract—Current evaluations of GCMs, as detailed by
the IPCC AR5, show that different GCMs often illustrate
different skills for different tasks. The IPCC uses an
average or multi-model ensemble (MME) for future projec-
tions. In this work, we consider evaluating and combining
GCMs for multiple tasks from a multi-task learning (MTL)
perspective. MTL is an approach to machine learning that
learns multiple problems simultaneously thus leading to
a better model by taking advantage of the commonality
among the tasks [1], [2]. But unlike traditional MTL, for
our problem the task relationships are not known initially.
Further, each GCM has multiple runs corresponding to
different initial conditions which need to be suitably
considered. In this work, we present approaches to multi-
task sparse structure learning (MSSL) which estimate
task relationships along with learning suitable multi-model
combinations for each task, and explore ideas for handling
multiple initial condition runs for GCMs.

I. MOTIVATION

Earth system models develop plausible projections for
the future climate and provide a framework for under-
standing climate science and developing risk-informed
plans for adaptation and mitigation. While the IPCC
assessment reports continue to use multi-model averages,
especially for global and continental aggregate projec-
tions, studies have demonstrated the usefulness of skill
selected model subsets for stakeholder-relevant studies
at local to regional scales. Examining the robustness of
these models at multiple spatial and temporal aggregate
scales becomes crucial to inform decisions and policy.
However, a key question arises as to how models may
be evaluated or indeed falsified in the context of decadal
to century scale projections. In addition, ensemble runs
of multiple emissions greenhouse gas emission scenarios,
multiple models and multiple initial conditions, provide
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assessments of uncertainties in future emissions, vari-
ability owing to lack of understanding of physics, and
intrinsic natural variability of the climate system. The
ability to synthesize these ensembles into an envelope of
plausible futures to inform decision makers remains an
outstanding grand challenge in climate science.

In this work, we consider evaluating and combining
Global Climate Models (GCM) for multiple tasks from a
multi-task learning (MTL) perspective. Unlike traditional
MTL, the relationships between tasks considered in the
context of climate are unknown, e.g., does a model with
high skill in characterizing regional land sinks for the
carbon cycle also do well in characterizing precipitable
water, etc. Further, each GCM has multiple initial con-
dition runs which need to be suitably considered. In this
work, we present approaches to multi-task sparse struc-
ture learning (MSSL) which estimate task relationships
along with learning suitable multi-model combinations
for each, and explore ideas for handling multiple initial
condition runs for GCMs.

II. MULTI MODEL COMBINATION

Different GCM models have a high variance in their
forecast of the future climate variables which turns out
to produce uncertainty in further analysis based on these
predictions. Combining multiple GCMs outputs may lead
to a more accurate estimate of a model property through
the provision of a larger sample size and significantly
reduce forecast variability [3]. Thus, climate scientists
have been interested in proper ways of combining GCM
outputs, reducing forecast variability without loss of
physical significance.

Also, the models considered can either be multiple
runs of the same model with different initial conditions
or runs from different models. The former only charac-
terizes the uncertainty associated with internal climate
variability, whereas the second also includes the impact
of model differences.

https://www.researchgate.net/publication/225020682_Good_Practice_Guidance_Paper_on_Assessing_and_Combining_Multi_Model_Climate_Projections?el=1_x_8&enrichId=rgreq-ef08ed39fe0d8f7e4931509a0c87557a-XXX&enrichSource=Y292ZXJQYWdlOzI2NjU1Njk1NDtBUzoxNTA4MjM1NDc5Njk1MzZAMTQxMjk3MDU0NDU1NA==
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One common multi model approach for prediction
mentioned in the IPCC AR5 is to use the average of all
models, which could either be the arithmetic mean or the
weighted mean. For the second case, some measure of
model’s ability to simulate the observed climate variable
is necessary.

Studies have been conducted to investigate the impact
of multi model combination both in terms of prediction
accuracy and multi model variability. We refer the inter-
ested readers to [4], [5] for further details.

III. MULTITASK LEARNING

Multitask Learning (MTL) [2], [1] is a machine learn-
ing paradigm which seeks to improve the generalization
capacity of a learning task (algorithm/method) by using
information from other related tasks.

MTL can benefit from knowing the underlying struc-
ture relating the tasks while learning parameters for each
task. In situations where some of the tasks may be highly
dependent on each other, the strategy of isolating each
task does not exploit the potential information one may
acquire from other related tasks.

We propose a Multitask Sparse Structure Learning
(MSSL) algorithm [6] for GCMs outputs combination.
MSSL performs coefficients learning for all locations
simultaneously and by using related tasks information
can provide more accurate predictions on individual
locations. Further, it encourages similar locations, in-
cluding neighbors, to have similar model coefficients,
which for some climate variables is more physically
plausible. The main difference between MSSL and the
previous multitask learning methods is that MSSL does
not assume any dependency structure among locations,
but learns it from the data instead.

IV. EVALUATION

In a preliminary analysis we consider the problem of
GCM outputs combination for land surface temperature
prediction in South America. The detailed experimental
setup can be found in [6].

We consider 4 baselines for comparison: (1)
Multi-Model Average (MMA) is the current tech-
nique used by Intergovernmental Panel on Climate
Change (IPCC); (2) Best GCM uses the pre-
dicted outputs of the best GCM in the training
phase (lowest RMSE); (3) Ordinary Least Squares
(OLS) regression for each geographic location; and
(4) Multi Model Regression with Spatial Smoothing
(S2M2R) is the model recently proposed by [7] which
incorporates spatial smoothing using the graph Laplacian
over a grid graph.

Table I reports the average and standard deviation
RMSE of all 250 geographical locations. While MMA
has the highest RMSE, MSSL has the smallest RMSE in
comparison to the baselines. The performance of OLS
and S2M2R are very similar.

MMA Best GCM OLS S2M2R MSSL
1.621 1.410 0.866 0.863 0.780

(±0.020) (±0.037) (±0.037) (±0.067) (±0.039)

TABLE I. MEAN AND STANDARD DEVIATION OF RMSE OVER
ALL LOCATIONS FOR MSSL AND THE BASELINE ALGORITHMS.
MSSL PERFORMS BEST IN PREDICTING TEMPERATURE OVER

SOUTH AMERICA.

Averaging the model outputs as done by MMA, re-
duces prediction accuracy. On the other hand MSSL per-
forms better once it learns the right weight combination
on the model outputs and incorporates spatial smoothing
by learning the task relatedness.
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