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1 Introduction

These are class notes for Stat 5601 (nonparametrics) taught at the University
of Minnesota, Spring 2006. This not a theory course, so the bit of theory
we do here is very simple, but very important, since without it we cannot
understand the duality of tests and confidence intervals for the two Wilcoxon
tests (signed rank and rank sum).

2 Wilcoxon Signed Rank Test

Why are the two alternative forms of the test statistic for the Wilcoxon
signed rank test

(a) the sum of the positive ranks

(b) the number of Walsh averages greater than the hypothesized µ

equal?
First we need to say that they aren’t necessarily when there are ties,

hence thoughout these notes (for both Wilcoxon tests) we assume

• the distribution of the data is continuous

This implies, in particular, for the signed rank test

• no ties occur among the Walsh averages (with probability one)

This fact follows directly from the sum of continuous random variables being
continuous, which we will not try to prove (it follows directly from the
convolution formula for the density of a sum of random variables, which
should be taught in any theory of statistics course).
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So what this section will prove is that, assuming no ties among the Walsh
averages, the two forms (a) and (b) are equal.

The way proofs like this go is by mathematical induction. First we show
they are equal for some simple case. Then we show that any change to the
data keeps them equal. Hence we conclude they are equal no matter what
the data are (as long as there are no ties).

2.1 Base of the Induction

The simple case we start with is when the hypothesized value of the param-
eter of interest (population center of symmetry µ) is greater than all data
points, hence greater than all Walsh averages.

Then if Zi are the data, all of the Zi − µ are negative hence all of the
ranks are negative and the sum of the positive ranks is zero.

Similarly all of the Walsh averages

Zi + Zj

2
, i ≤ j (1)

are less than µ, hence (b) is zero too.
That finishes the start of the induction. We know (a) and (b) are equal

for this case (all of the data points below the hypothesized µ).

2.2 Induction Steps

Now we consider moving µ keeping the data fixed from past the upper end of
the data (where we now know the values of the alternative forms of the test
statistic) to past the lower end of the data, where symmetry considerations
tell us both forms take on their maximal value n(n + 1)/2.

Clearly, (b) changes value when and only when µ moves past a Walsh
average.

Changes of value of (a) are more complicated. It changes value when

• the ranks of some of the |Zi − µ| change, or

• the signs attached to some of the ranks change.

Latter first. Clearly the sign of Zi − µ changes when µ moves past Zi,
which is a Walsh average, the case i = j in (1).

The rank of |Zi − µ| cannot change by itself. Some other rank, say that
of |Zj − µ| must change too. If we are looking at a very small change in
µ causing the change, as these move past each other, they must be equal.
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Furthermore they cannot have the same sign, because decreasing µ cannot
change the order of Zi − µ and Zj − µ. Thus when they are equal we must
have

(Zi − µ) = −(Zj − µ) (2)

which implies µ = (Zi + Zj)/2. Hence in this case too, (a) changes when µ
moves past a Walsh average.

To summarize this section, we have proved: (a) and (b) change only
when µ moves past a Walsh average (of one kind or the other).

2.2.1 Induction Step at a Data Point

When i = j in (1), then the Walsh average is just Zi. In this section we
consider what happens when µ moves past Zi.

Clearly, (b) is increased by one. There is exactly one Walsh average
equal to Zi and when µ moves past that (going from right to left on the
number line), there is one less positive Walsh average.

Clearly, (a) is also increased by one. Exactly one signed rank changes,
that associated with Zi, when µ moves past Zi. When µ is very near Zi, in
which case |Zi − µ| is the smallest of all the |Zj − µ|, hence the i-th rank is
one, and the sign is negative when µ > Zi and positive when µ < Zi.

2.2.2 Induction Step at other Walsh Averages

The word “other” in the heading means those not yet considered. Suppose
i 6= j and consider what happens when µ moves past the Walsh average in
(1) (going from right to left on the number line). As µ moves past, it will
be equal, that is, µ = (Zi + Zj)/2, which implies (2).

Since Zi and Zj are not tied, we must have one greater and one less than
µ, say (without loss of generality) Zi < µ < Zj . Define Wk = (Zi + Zj)/2.

For µ just a little above Wk we have the i-th rank greater than the j-th
and for for µ just a little below Wk we have the i-th rank less than the j-th.
Moreover the i-th is a negative rank (because Zi − µ is negative) and the
j-th is a positive rank (because Zj − µ is positive). Finally the i-th and
j-th absolute ranks are consecutive integers because as |Zi−µ| and |Zj −µ|
change places in the rank order there is no room between them for other
Zm − µ. Thus as µ passes Wk going from right to left the j-th rank (which
is positive) increases by one, the i-th rank decreases by one (but is negative
and does not count), and none of the other ranks or signs change. Hence
the form (a) increases by one.
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And that finishes the proof. In all cases, no matter where µ is, (a) and
(b) change in sync and hence are equal no matter where µ is.
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